
FINITE-SIZE SCALING FOR ATOMIC

AND MOLECULAR SYSTEMS

SABRE KAIS

Department of Chemistry, Purdue University, West Lafayette, Indiana, U.S.A.

PABLO SERRA
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I. INTRODUCTION

Phase transitions and critical phenomena continue to be a subject of great interest

in many fields [1]. A wide variety of physical systems exhibit phase transitions

and critical phenomena, such as liquid–gas, ferromagnetic–paramagnetic, fluid–

superfluid, and conductor–superconductor [2]. Over the last few decades, a large

body of research has been done on this subject, mainly using classical statistical

mechanics. Classical phase transitions are driven by thermal energy fluctuations,

like the melting of an ice cube. Heating the ice above the freezing point causes

molecules in the solid phase to break to become liquid water. If you heat them

even more, they vaporize into steam. However, in the last decade, considerable

attention has concentrated on a qualitatively different class of phase transitions,

transitions that occur at the absolute zero of temperature. These are quantum

phase transitions that are driven by quantum fluctuations as a consequence of

Heisenberg’s uncertainty principle [3,4]. These new transitions are tuned by

parameters in the Hamiltonian. An example of this kind of transition is the

melting of a Wigner crystal, orderly arrangement of electrons. As one makes the

crystal more dense, the electrons become more confined, the uncertainty

principle takes over, and the fluctuations in the momentum grow. Squeezing

more on the crystal, the system transforms from insulator to conductor [5]. Other

examples from condensed matter physics include the magnetic transitions of

cuprates, superconductor–insulator transitions in alloys, metal–insulator transi-

tions, and the Quantum–Hall transitions [4,6].

In the field of atomic and molecular physics, the analogy between symmetry

breaking of electronic structure configurations and quantum phase transitions

has been established at the large-dimensional limit [7]. The mapping between

symmetry breaking and mean-field theory of phase transitions was shown by

allowing the nuclear charge Z, the parameter that tunes the phase transition,

to play a role analogous to temperature in classical statistical mechanics. For

2 sabre kais and pablo serra



two-electron atoms, as the nuclear charge reaches a critical value Zc ’ 0:911, which

is the minimum charge necessary to bind two electrons, one of the electrons

jump, in a first-order phase transition, to infinity with zero kinetic energy [8].

The fact that this charge is below Z ¼ 1 explains why H� is a stable negative

ion. For three-electron atoms, the transition occurs at Zc ’ 2:0 and resembles a

second-order phase transition [9]; this tells us that He� is an unstable ion. The

estimated values of the critical nuclear charges for N-electron atoms show that,

at most, only one electron can be added to a free atom, which means that no

doubly charged atomic negative ions exist in the gas phase [10]. For simple one-

electron molecular systems Zc ’ 1:228, and it follows that only the Hþ
2

molecular ion is stable. The dissociation of this system occurs in a first-order

phase transition [11]. The study of quantum phase transitions and critical

phenomena continues to be of increasing interest in the field of atomic and

molecular physics. This is motivated by the recent experimental searches for the

smallest stable multiply charged anions [12,13], experimental and theoretical

work on the stability of atoms and molecules in external electric and magnetic

fields [14,15], design and control electronic properties of materials using

quantum dots [16], the study of selectively breaking chemical bonds in

polyatomic molecules [14], threshold behavior in ultracold atomic collision [17],

quantum anomalies in molecular systems [18], stability of exotic atoms [19],

and phase transitions of finite clusters [20,21].

Phase transitions in statistical mechanical calculations arise only in the

thermodynamic limit, in which the volume of the system and the number of

particles go to infinity with fixed density. Only in this limit the free energy,

or any thermodynamic quantity, is a singular function of the temperature or

external fields. However, real experimental systems are finite and certainly

exhibit phase transitions marked by apparently singular thermodynamic

quantities. Finite-size scaling (FSS), which was formulated by Fisher [22]

in 1971 and further developed by a number of authors (see Refs. 23–25

and references therein), has been used in order to extrapolate the

information available from a finite system to the thermodynamic limit. Finite-

size scaling in classical statistical mechanics has been reviewed in a number

of excellent review chapters [22–24] and is not the subject of this review

chapter.

In quantum mechanics, when using variation methods, one encounters the

same finite-size problem in studying the critical behavior of a quantum

Hamiltonian Hðl1; . . . ; lkÞ as a function of its set of parameters flig. In this

context, critical means the values of flig for which a bound-state energy is

nonanalytic. In many cases, as in this study, this critical point is the point where

a bound state energy becomes absorbed or degenerate with a continuum. In this

case, the finite size corresponds not to the spatial dimension but to the number

of elements in a complete basis set used to expand the exact wave function of a
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given Hamiltonian [10] and the size of a cutoff parameter [26]. The

present review chapter is about finite-size scaling in quantum mechanics.

Most of the work reviewed here is based on our own work on the development

and application of finite-size scaling to atomic and molecular systems.

The review is arranged as follows: In the next section we present

some general definitions and results for the critical behavior of quantum one-

particle central potentials and few-body systems. In particular, we discuss the

near-threshold behavior of quantum N-body Hamiltonians in a D-dimensional

space, including the large D-limit approximation. In Section III we briefly

review the main ideas of finite-size scaling in Classical Statistical Mechanics. In

Section IV we present some very general features of the statistical mechanics of

quantum systems and then develop the FSS equations for quantum few-

body systems. To illustrate the applications of FSS method in quantum

mechanics, we give an example of a short-range potential, the Yukawa potential.

Finally in Section IV we examine the main assumption of FSS for quantum

systems by showing data collapse for few-body problems. Applications of FSS

for atomic and molecular systems is given in Section V. In Section VI we

present three different phenomena: resonances, crossover, and multicritical

points. We discuss in general the applicability of FSS to resonances, the

existence of multicritical points, and the definition of the size of the critical

region.

In previous sections, finite size corresponds to the number of elements of a

complete basis set used in a truncated Rayleigh–Ritz expansion of an exact

bound eigenfunction of a given Hamiltonian. In Section VII, we present a

different FSS approach, the spatial finite-size scaling. With this method we

study the scaling properties by introducing a cutoff radius in the potential. This

cutoff changes the critical exponent of the energy, but, for large values of the

cutoff radius, the asymptotic behavior of FSS functions is dominated by the

exact critical exponent. The method gives accurate values for critical parameters

and critical exponents.

To treat quantum phase transitions and critical phenomena, it seems that

Feynman’s path integral is a natural choice. In this approach, one can show that

the quantum partition function of the system in d dimensions looks like a

classical partition function of a system in d þ 1 dimensions where the extra

dimension is the time [3]. Upon doing so, and allowing the space and time

variables to have discrete values, we turn the quantum problem into an effective

classical lattice problem. In Section VIII we show how to carry out the mapping

between the quantum problem and an effective classical space–time lattice and

give an example to illustrate how the approach works. Finally we combine the

finite-size scaling method with a multistage real-space renormalization group

procedure to examine the Mott metal–insulator transition on a nonpartite lattice

and then give discussion and conclusions.
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II. SOME GENERAL RESULTS FOR
NEAR-THRESHOLD STATES

Weakly bound states represent an interesting field of research in atomic and

molecular physics. The behavior of systems near the threshold, which separates

bound states from continuous states, is important in the study of ionization of

atoms and molecules, molecule dissociation, and scattering collisions. In general,

the energy is nonanalytical because a function of the Hamiltonian parameters or

a bound state does not exist at the threshold energy. It has been suggested for

some time that there are possible analogies between critical phenomena and

singularities of the energy [27–29]. In particular, it has been noted that the energy

curves of the two-electron atoms as a function of the inverse of the nuclear

charge resemble the free energy curves as a function of the temperature for the

van der Waals gas [27]. Using the large-dimensional limit model for electronic

structure problems, we will show in this section that symmetry breaking of the

electronic structure configurations for the many-electron atoms and simple

molecular systems can be studied as mean-field problems in statistical

mechanics. Then, we will present some general definitions and results for the

critical behavior of quantum systems at finite dimensions, in particular at D ¼ 3.

A. Phase Transitions at the Large-Dimensional Limit

It is possible to describe stability and symmetry breaking of electronic structure

configurations of atoms and molecules as phase transitions and critical

phenomena. This analogy was revealed by using the dimensional scaling method

and the large-dimensional limit model of electronic structure configurations [7,30–

32]. Large-dimensional models were originally developed for specific theories in

the fields of nuclear physics, critical phenomena, and particle physics [33,34].

Subsequently, with the pioneering work of Herschbach et al. [29], they found

wide use in the field of atomic and molecular physics [35]. In this method, one

takes the dimension of space, D, as a variable, solves the problem at some

dimension D 6¼ 3 where the physics becomes much simpler, and then uses

perturbation theory or other techniques to obtain an approximate result for

D ¼ 3 [29].

To study the behavior of a given system near the critical point, one has to rely

on model calculations that are simple, capture the main physics of the problem,

and belong to the same universality class. For electronic structure calculations

of atoms and molecules, there are three exactly solvable models: the Thomas–

Fermi statistical model (the limit N ! 1 for fixed N=Z, where N is the number

of electrons and Z is the nuclear charge); the noninteracting electron model, the

limit of infinite nuclear charge (Z ! 1, for fixed N); and the large-dimensional

model (D !1 for fixed N and Z) [36]. Here we will illustrate the phase

transitions and symmetry breaking using the large-dimensional model. In the
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application of dimensional scaling to electronic structure, the large-D limit

reduces to a semiclassical electrostatic problem in which the electrons are

assumed to have fixed positions relative to the nuclei and to each other in the

D-scaled space [29]. This configuration corresponds to the minimum of an

effective potential which includes Coulomb interactions as well as centrifugal

terms arising from the generalized D-dependence kinetic energy. Typically, in

the large-D regime the electronic structure configuration undergoes symmetry

breaking for certain ranges of nuclear charges or molecular geometries [37].

In order to illustrate the analogy between symmetry breaking and phase

transitions, we briefly review the main results for the two-electron atoms in the

Hartree–Fock (HF) approximation [7]. In the HF approximation at the D ! 1
limit, the dimensional-scaled effective Hamiltonian for the two-electron atom in

an external weak electric field E can be written as [38,39]

H1 ¼ 1

2

1

r2
1

þ 1

r2
2

� �
� Z

1

r1

þ 1

r2

� �
þ 1

r2
1 þ r2

2

� �1=2
� E r1 � r2ð Þ ð1Þ

where r1 and r2 are the electron–nucleus radii and Z is the nuclear charge. The

ground-state energy at the large-D limit is then given by

E1ðZ;EÞ ¼ min
fr1;r2g

H1 ð2Þ

In the absence of an external electric field, E ¼ 0, Goodson and

Hershbach [40] have found that these equations have a symmetric solution

with the two electrons equidistant from the nucleus, with r1 ¼ r2 ¼ r.

This symmetric solution represents a minimum in the region where all the

eigenvalues of the Hessian matrix are positive, Z � Zc ¼
ffiffiffi
2

p
. For values of Z

smaller than Zc, the solutions become unsymmetrical with one electron much

closer to the nucleus than the other (r1 6¼ r2). In order to describe this symmetry

breaking, it is convenient to introduce new variables ðr;ZÞ of the form

r1 ¼ r; r2 ¼ ð1 � ZÞr ð3Þ

where Z ¼ ðr1 � r2Þ=r1 6¼ 0 measures the deviation from the symmetric

solution.

By studying the eigenvalues of the Hessian matrix, we have found that the

solution is a minimum of the effective potential for the range, 1 � Z � Zc. We

now turn to the question of how to describe the system near the critical point. To

answer this question, a complete mapping between this problem and critical

phenomena in statistical mechanics is readily feasible with the following

analogies:
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* Nuclear charge Z $ temperature T

* External electric field E $ ordering field h

* Ground-state energy E1ðZ;EÞ $ free energy f ðT ; hÞ
* Asymmetry parameter Z $ order parameter m

* Stability limit point ðZc;E ¼ 0Þ $ critical point ðTc; h ¼ 0Þ

Using the above scheme, we can define the critical exponents (b, â1, d, and

g) for the electronic structure of the two electron atom in the following way:

ZðZ;E ¼ 0Þ � ð��ZÞb; �Z ! 0�

E1ðZ;E ¼ 0Þ � j�Zj2�â; �Z ! 0

EðZc;ZÞ � ZdsgnðZÞ; Z ! 0

qZ
qE

����
E¼0

� j�Zj�g; �Z ! 0

ð4Þ

where �Z � Z � Zc. These critical exponents describe the nature of the

singularities in the above quantities at the critical charge Zc. The values obtained

for these critical exponents are known as classical or mean-field critical

exponents with

b ¼ 1

2
; â ¼ 0dis; d ¼ 3; g ¼ 1 ð5Þ

The results of the asymmetry parameter Z as a function of nuclear charge at

E ¼ 0 is shown in Fig. 1. This curve of the asymmetry parameter shown is

completely analogous to curves representing the behavior of magnetization as a

function of the temperature in mean field models of ferromagnetic systems [41]

as shown in Fig. 2.

The above approach, the analogy between symmetry breaking and phase

transitions, was generalized to treat the large-dimensional model of the N-

electron atoms [30], simple diatomic molecules [31,42], both linear and planar

one-electron systems [32], and three-body Coulomb systems of the general form

ABA [43].

The above simple large-D picture helps to establish a connection to phase

transitions. However, the questions which remain to be addressed are: How to

carry out such an analogy to the N-electron atoms at D ¼ 3 and what are the

physical consequences of this analogy? These questions will be examined in the

following sections by developing the finite size scaling method for atomic and

molecular systems.

1 In statistical mechanics the Greek letter a is used for this exponent. We reserve a for the exponent

of the energy; therefore, â ¼ 2 � a.
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B. Critical Phenomena in Spaces of Finite Dimensions

In this section, we will discuss the near-threshold behavior of quantum N-body

Hamiltonians in a D-dimensional space. In particular we will study Hamiltonians

of the form

Hðl;~x1; . . . ;~xNÞ ¼ � 1

2

XN

i¼1

r2
D þ lVð~x1; . . . ;~xNÞ ð6Þ

for different values of N and D. We will assume without loss of generality that the

threshold energy is zero, and it is reached from the right l ¼ lc > 0:

EðlcÞ ¼ lim
l!lþc

EðlÞ ¼ 0 ð7Þ

where EðlÞ is an isolated bound-state energy for l > lc.

1.0 1.2 1.4

Z

0.0

0.5

1.0

η

Figure 1. The asymmetry parameter Z as a function of the nuclear charge Z for the Hartree–

Fock two-electron atom at the large D limit.
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The relevant questions to be addressed at this point are related to the

calculation of lc, the determination of the leading term in the asymptotic

behavior of EðlÞ near lc, and the existence of a square-integrable eigenfunction

at the threshold. In the forthcoming sections we will develop the finite-size

scaling as a powerful method to obtain accurate numerical estimations of

critical parameters. Here we will present some exact results.

Let us introduce the useful concept of a critical exponent. A function f ðxÞ has

critical exponent m at x ¼ x0 if

f ðxÞ � ðx � x0Þm for x ! x0 ð8Þ

It means that the leading term obeys a power law. Sometimes the leading

order is not a power law and might be logarithmic or exponential behavior.

From Eq. (8) we have

lim
x!x0

lnð f ðxÞÞ
lnðx � x0Þ

¼ m ð9Þ

−0.03 0.00 0.03

ε

−0.6

−0.3

0.0

0.3

0.6

η

Z = Zc

Z < Zc

Z > Zc

Figure 2. The asymmetry parameter Z as a function of the external electric field for three

values of the nuclear charge for the Hartree–Fock two-electron atom at the large D limit.
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For an asymptotic behavior of the form

f ðxÞ � ðx � x0Þm lndðx � x0Þ for x ! x0 ð10Þ

the limit, as in Eq. (9), is also equal to m. For an exponential behavior

f ðxÞ � expð�c=ðx � x0ÞdÞ for x ! x0 ð11Þ

we have

lim
x!x0

lnð f ðxÞÞ
lnðx � x0Þ

¼ �1 ð12Þ

We will say that a function with asymptotic behavior like Eq. (10) has a

critical exponent mlog and that for a function that obeys Eq. (12), the exponent is

m ¼ �1. It is clear that these definitions of critical exponents are just a useful

notation. It means that the function does not obey a power law near a given

point, but has logarithmic corrections in the first case and it goes faster than any

power of ðx � x0Þ in the second case.

With these definitions we can go a step beyond Eq. (7) and define the critical

exponent a for the near-threshold behavior of the bound-state energy

EðlÞ � ðl� lcÞa for l ! lþc ð13Þ

There are few rigorous results for near-threshold behavior in quantum few-

body systems, and most of them are one-particle central potentials.

1. One-Particle Central Potentials

The D-dimensional Hamiltonian for a one-particle system is given by

HD ¼ � 1

2
r2

D þ lVðrÞ ð14Þ

where r ¼k~x k1=2,~x ¼ ðx1; x2; . . . ; xDÞ, and the Laplacian operator is given by

r2
D ¼ 1

rD�1

q
qr

rD�1 q
qr

� �
�L2

D�1

r2
ð15Þ

where L2
D�1 is the total squared angular momentum operator in a D-dimensional

space.

The Schrödinger equation is separable by writing the wave function as

�ð~xÞ ¼ cðrÞYD�1ð�Þ ð16Þ
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where YD�1ð�Þ is the hyperspherical harmonic, which is an eigenfunction of the

generalized angular momentum operator [44]

L2
D�1YD�1ð�Þ ¼ l ðl þ D � 2ÞYD�1ð�Þ ð17Þ

and c obeys the equation

� 1

2rD�1

q
qr

rD�1 q
qr

� �
þ lðl þ D � 2Þ

2r2
þ lVðrÞ

� 	
cðrÞ ¼ EðlÞcðrÞ ð18Þ

By incorporating the square root of the Jacobian into the wave function via

cðrÞ ¼ r�ðD�1Þ=2�ðrÞ ð19Þ

Eq. (18) can be transformed to a simpler form where the centrifugal energy

separates out from other kinetic terms. The resulting Hamiltonian has the

following form:

� 1

2

q2

qr2
þ ðd� 1Þðd� 3Þ

8r2
þ lVðrÞ

� 	
� ¼ EðlÞ� ð20Þ

where d ¼ D þ 2l. Note that the boundary condition �ðr ¼ 0Þ ¼ 0 excludes the

even eigenfunctions in D ¼ 1, but there is nothing new in this case and the

corresponding results are mentioned below. Equation (20) shows the very well

known equivalence between D-dimensional s waves and three-dimensional

l ¼ ðD � 3Þ=2 waves.

At this point we can establish one of the few general results for the critical

exponent a in near-threshold studies due to Simon [45]; here we present it in a

more restricted form with a simple proof:

Theorem. If square-integrable solution of Eq. (20) exists at the threshold

�ðlc; rÞ with k�ðlc; rÞk¼ 1, then a ¼ 1.

Proof. Because the energy at the threshold is zero, we have

EðlÞ ¼ hTi þ l hVi � 0 and hTi ¼ 1

2

ð
jp̂�ðl; rÞj2 dr > 0 )

hViðlÞ < 0 8 l � lc

ð21Þ

where p̂ is the operator momentum. Using the Hellmann–Feynman theorem and

Eq. (21) we have

dEðlÞ
dl

����
l¼lc

¼ hViðlcÞ < 0 ð22Þ
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On the other hand, it is straightforward to show, using variational

arguments, that EðlÞ is a monotonic decreasing function of l � lc. Then the

Tauberian theorem for differentiation of asymptotic expression [46] holds, and

from Eq. (13) we obtain

dEðlÞ
dl

� ðl� lcÞa�1
for l ! lþc ð23Þ

Equations (22) and (23) imply a� 1 ¼ 0. Note that the theorem is still

applicable to the N-body Hamiltonian Eq. (6), and Eq. (23) is valid even when a

square-integrable wave function does not exist at the threshold.

In order to obtain the critical behavior of Eq. (20), it is necessary to study

short- and long-range potentials. We will define a potential as long-range if

limr!1VðrÞ � r�b; b > 0, and as short-range if limr!1 rn VðrÞ ! 0 8 n > 0.

This last case includes the important cases of exponential fall-off and compact

support potentials [i.e., VðrÞ ¼ 0 for r > R > 0]. In both cases we will assume

regularity at r ¼ 0.

Short-Range Potentials: The problem of the energy critical exponent for D-

dimensional short-range central potential was studied by Klaus and Simon [47],

and their main results are summarized in Table I.

It is interesting to note that for a given value of the angular momentum l ¼ 0

or 1, there is a marginal dimension with logarithmic deviation from a power

law, a ¼ 1log and a ¼ 1 for all dimension D greater than the marginal

dimension. The case l � 2 is equivalent to s waves in a space dimension bigger

than 4, the marginal dimension for l ¼ 0, and therefore the value of the critical

exponent does not depend on the spatial dimension. Actually, Eq. (20) does not

have two independent parameters D and l, but just d. The exponent a depends

TABLE I

Critical Exponent a and Wave Function for Short-Range Central Potentials

Dimension Angular Momentum Critical Exponent Square-Integrable Wave

D l a Function at Threshold

1 0, 1 2 No

2 0 1 ðexpÞ No

1 1 (log) No

� 2 1 Yes

3 0 2 No

� 1 1 Yes

4 0 1 (log) No

� 1 1 Yes

� 5 � 0 1 Yes

Source: Ref. 47.
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on d for values smaller than the marginal value dm ¼ 4, where it has

logarithmic corrections, and it does not depend on d for d > dm ¼ 4. We can

study Eq. (20) by treating d as a continuous parameter. Lasaut et al. [48]

studied Eq. (20) for d > 2 (they considered l > �1=2 as continuous variable in

the three-dimensional space). They have found that the critical exponent a
varies continuously with l for �1=2 < l < 1=2. Using the symmetry of the

potential at d ¼ 2, we have

a ¼

1 d ¼ 2
2

jd�2j 0 < d < 2 or 2 < d < 4

1log d ¼ 0; 4

1 d < 0 or d > 4

8>><>>: ð24Þ

and a square-integrable wave function at the threshold exists only for values of

d corresponding to a ¼ 1.

For the scaling of other magnitudes, we do not have rigorous results even for

one-dimensional or central potentials, but there are some exactly solvable

problems that are very useful for testing the numerical methods.

A standard set of solvable potentials with critical behavior can be found in

many text books on quantum mechanics [49,50], like the usual square-well

potentials and other piecewise constant potentials. Also there are many

potentials that are solvable only at d ¼ 1 or for three-dimensional s waves

like the Hulthén potential, the Eckart potential, and the Pösch–Teller potential.

These potentials belong to a class of potentials, called shape-invariant potentials,

that are exactly solvable using supersymmetric quantum mechanics [51,52]. There

are also many approaches to make isospectral deformation of these potentials

[51,53]; therefore it is possible to construct nonsymmetrical potentials with the

same critical behavior as that of the original symmetric problem.

Exact solutions are useful to look for new scaling laws. For example, an

interesting question is about the scaling law of the amplitude of probability. The

asymptotic behavior of the normalized wave function at fixed value of the radius

r0 defines a new scaling exponent m:

�ðl; r0Þ � ðl� lcÞmf ðr0Þ for l ! lþc ð25Þ

where r0 is an arbitrary value of r except a possible node of the wave function.

This exponent tells us about the localization of the particle for l � lc, and

therefore it is also relevant in scattering problems. Recently [54], based on the

near-threshold behavior of the analytic expression for s-wave functions of the

exactly solvable potentials, the Hellmann–Feynman theorem, and numerical FSS

results, we assumed that the exponent m is given by the relation

m ¼ a� 1

2
ð26Þ

finite-size scaling for atomic and molecular systems 13



For short-range central potentials we will prove this relation using

asymptotic expressions of the wave function. That is, assuming the short-range

potential is negligible for r > R, we replace the potential VðrÞ in Eq. (20) by the

compact support potential

VRðrÞ ¼
VðrÞ if r < R

0 if r > R

�
ð27Þ

Then we can calculate m for a large values of r0 > R.

The external wave function with the potential (27) is proportional to the

exact external solution of the square-well potential. The solution, which is

continuous at r ¼ R, is given by

�Rðl; k; rÞ ¼
Nf<ðl; k; rÞ if r < R

Nf<ðl; k;RÞ
ffiffiffi
r

R

r
Kd�2

2
ðkrÞ

Kd�2
2
ðkRÞ if r > R

8><>: ð28Þ

where KnðzÞ is the modified Bessel function of the third kind [55], k ¼
ffiffiffiffiffiffiffiffiffiffi
�2E

p
,

and N is the normalization constant. For E < 0 the wave function is square-

integrable and the norm of f< is arbitrary; in particular, we chooseðR

0

jf<ðl; k; rÞj2 dr ¼ 1 ð29Þ

Note that the specific value of R is unimportant, except that it cannot be a

node of the wave function; but nodes are always localized in a finite region.

Thus, we can choose R in the region where the wave function does not have

nodes. The continuity of the logarithmic derivative gives the condition for the

energies. Of course we need the explicit expression of the function f< to obtain

the eigenvalues; but for our purpose, it is enough to assume that an isolated

eigenvalue becomes equals to zero at l ¼ lc.

Equations (25) and (28) tell us that the exponent m is defined by the

asymptotic behavior of the normalization constant N near lc, and N is given

by the usual condition
Ð1

0
j�Rj2dr ¼ 1; using Eq. (29), we obtain

N ¼
k
ffiffiffi
R

p
Kd�2

2
ðkRÞ

k2R K2
d�2

2

ðkRÞ þ f2
<ðl; k;RÞ

Ð1
kR

x K2
d�2

2

ðxÞ dx
h i1=2

ð30Þ

The function KnðzÞ [55] has no singularities for z > 0, and the asymptotic

behavior for z ! 0 is

K0ðzÞ � �lnðzÞ and KnðzÞ �
1

2
�ðnÞ 2

z

� �n

for n > 0 ð31Þ
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and for z ! 1 it is

KnðzÞ �
ffiffiffiffiffiffi
p

2 z

r
e�z ð32Þ

As it was pointed out before, the problem is symmetrical around d ¼ 2; thus

we could analyze the asymptotic behavior of N for d � 2.

From the asymptotic behavior of the Bessel function Kn, the leading term for

k ! 0 of the integral in the denominator of Eq. (30) is given by Eq. (31):

ð1
kR

x K2
d�2

2
ðxÞ dx �

A1 2 � d < 4

A2 lnðkÞ d ¼ 4 for k ! 0

A3 k�ðd�4Þ d > 4

8><>: ð33Þ

where Ai, i ¼ 1; 2; 3, are positive finite constants.

Therefore, for d < 4 the leading term of N is governed by the numerator in

Eq. (30). Thus, for d ¼ 2 we have N � k lnðkÞ, and then it goes to zero faster

than any power of l� lc. For such a behavior we say that the value of m ¼ 1
as predicted by Eq. (24). For 2 < d < 4, the asymptotic behavior of N is

N � kð4�dÞ=2 ) m ¼ 1
d�2

ð4�dÞ
2

¼ a�1
2

.

For d � 4, the asymptotic behavior in the denominator of N is dominated by

the divergence in the integral given by Eq. (33). For d ¼ 4, we have

limk!0k K1ðk RÞ � constant; thus N � ln k � ln ðl� lcÞ ) m ¼ 0log, accord-

ing to the value a ¼ 1log for d ¼ 1.

Finally, the proof is completed by studying the behavior of N for d > 4.

From Eqs. (30) and (33) we obtain that N is a finite constant at k ¼ 0; thus the

critical exponent is m ¼ 0. This last result can be obtained using the fact that for

d > 4 (a ¼ 1) a normalized wave function at the threshold exists [47].

Therefore, if r0 is not equal to a node, we have limE!0�lðE; r0Þ ¼ �lc
ð0; r0Þ 6¼

0 ) m ¼ 0 as predicted by Eq. (26).

Long-Range Potentials: For potentials of the general form

VðrÞ ¼ � C

rb
; C; b > 0 ð34Þ

it is known [56] that Eq. (20) always support an infinite number of bound states

for b < 2. b ¼ 2 is a marginal case with pathological behavior. In this case, there

is no bound states for C < ððd� 2Þ=2Þ2
, and for C > ððd� 2Þ=2Þ2

there are

square-integrable wave functions for all negative values of the energy. Requiring

orthogonality between eigenfunctions, a quantization rule emerges, but the

spectrum is not bounded from below (for a renormalized solution of this problem,
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see Ref. 18). For b > 2 the strong singularity of the potential at r ¼ 0 causes the

solution to have an unclear physical meaning. If the potential V is positive, these

conclusions do not necessarily hold.

Stillinger [57] presented an exact solution for a potential of the form

VðrÞ ¼ � 3

32r2
þ b

8r1=2
� c

8r
; b; c > 0 ð35Þ

By studying the ground-state energy as a function of b at a fixed value of c, he

showed that there exists a critical point, the wave function is normalized at the

threshold, and the critical exponent for the energy is a ¼ 1. A set of long-range

potentials exactly solvable only at E ¼ 0 (a ¼ 1) is discussed in Ref. 58.

The interesting case of potentials with tails falling off like 1=rb was recently

treated by Mortiz et al. [59]. They reported many aspects of the near-threshold

properties for these potentials. However, they did not give values of the critical

parameters lc and a. There is no general solution of the Schrödinger equation

for power-law potentials, but for tails going to zero faster than 1=r2 and

EðlcÞ ¼ 0, the solutions are Bessel functions [60] that can be normalized for

d > 4.

2. Few-Body Potentials

There are only few rigorous results on critical phenomena for many-body

systems, and most of them are variational bounds. As an example, for N-electron

atoms, experimental results [61] and numerical calculations [62] rule out the

stability of doubly charged atomic negative ions in the gas phase. However, a

rigorous proof exists only for the instability of doubly charged hydrogen negative

ions [63].

Exact values of critical exponents are more difficult to obtain, because

variational bounds do not give estimations of the exponents. Then the result

presented by M. Hoffmann-Ostenhof et al. [64] for the two-electron atom in the

infinite mass approximation is the only result we know for N-body problems

with N > 1. They proved that there exists a minimum (critical) charge where the

ground state degenerates with the continuum, there is a normalized wave

function at the critical charge, and the critical exponent of the energy is a ¼ 1.

Finally, there are a series of interesting papers dealing with rigorous results,

including accurate estimations for the critical lines and for the ground-state

energy of three- and four-charge systems, but without mentioning the problem

of the critical exponent [for more details, see a recent review article (Ref. 65)

and references therein].

In Section V, we will apply FSS to the three-body Coulomb system.

Therefore, it is convenient to present some rigorous results for this problem. Let
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us consider the stability and phase transitions of the three-body ABA Coulomb

systems with charges (Q,q,Q) and masses (M,m,M). This system has as unique

possible threshold of AB þ A. With the scale transformation r ! fr, where

f ¼ mjQqj and m ¼ mM=ðm þ MÞ is the reduced mass, the scaled Hamiltonian,

H ! mH=ð f Þ2
, reads [11,66]

H ¼ �52
1

2
�52

2

2
� 1

r1

� 1

r2

� k51 � 52 þ l
1

r12

ð36Þ

where 0 � l ¼ j Q
q
j � 1 and 0 � k ¼ 1

1þm
M
� 1. Here we have formally

separated the motion of the center of mass, and the reference particle is the

one with mass m. With this scaling transformation, the Hamiltonian depends

linearly on the parameters l and k.

Some theorems, valid in particular for the Hamiltonian (36), are presented by

Thirring [67]. The main results of interest to our discussion can be summarized

as follows:

i. If HðbÞ is a linear function of b, then E0ðbÞ is a concave function of b.

ii. The ground-state energy of the Hamiltonian Eq. (36) is an increasing

function of l.

iii. For small values of k (first-order perturbation result) we have E0ðk ¼
0Þ � E0ðkÞ.

We are interested in the critical line that separates the regions where the

three-body system ABA is stable (bounded) with the region AB þ A. Using i–iii,

we can prove the following:

Lemma. lcðkÞ is a convex function of k.

Proof. 0 � k1 < k2 � 1 and l1 ¼ lðk1Þ; l2 ¼ lðk2Þ. Now define a line in the

k–l plane beginning at ðk1; l1Þ and ending at ðk2; l2Þ. A parameterized

expression of such a line is

ðk; lÞ ¼ ðtk2 þ ð1 � tÞk1; tl2 þ ð1 � tÞl1Þ; t 2 ½0; 1�

By i, for the ground-state energy over this line holds

E0ðtÞ � t E0ðt ¼ 0Þ þ ð1 � tÞE0ðt ¼ 1Þ

But t ¼ 0 and t ¼ 1 belong to the critical curve; thus

E0ðt ¼ 0Þ ¼ E0ðt ¼ 1Þ ¼ Eth ¼ � 1

2
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Therefore, E0ðtÞ � Eth ¼ � 1
2

together with ii yield

lcðkðtÞÞ � tlcðk2Þ þ ð1 � tÞlcðk1Þ

Remarks:

* If lcðkÞ is a convex function, then the critical curve has one (and only

one) minimum for k 2 ½0; 1�.
* If 6 9 k! 2 ð0; 1Þ= ql

qk! ¼ 0, then the minimum is located at k ¼ 0 or k ¼ 1.

* From iii we have qlc

qk k¼0 � 0:j
* The exact s-state eigenfunctions of Hamiltonian Eq. (36) has the

functional form

�sð~r1; ~r2Þ ¼ �sðr1; r2; r12Þ

For this functional form, the correlation of fluctuations in position and

momentum spaces takes the form

�sð~r1; ~r2Þ ¼ hð~r1 � h~r1isÞ � ð~r2 � h~r2isÞis ¼ h~r1 � ~r2is

and

�sð~p1; ~p2Þ ¼ hð~p1 � h~p1isÞ � ð~p2 � h~p2isÞis ¼ h~p1 � ~p2is

* Using E0ðlcðkÞ; kÞ ¼ Eth ¼ � 1
2
8 k 2 ½0; 1�, we obtain

dE0ðlcðkÞ; kÞ
dk

¼ 0 ¼ qE0ðlcðkÞ; kÞ
qk

þ qE0ðlcðkÞ; kÞ
ql

qlc

qk

If there exists a minimum in the critical line, ðk!; lcðk!ÞÞ, 0 < k! < 1, at

this minimum we have

qlc

qk
¼ 0 ) q

E0

qk

��
! ¼ 0

and using Hellman–Feynman theorem, we obtain

hr1 � r2ijðk!;lcðk!ÞÞ ¼ 0

We will see in Section V that the last result plays an important role

in the classification of three-body system to atom-like or to molecule-like

systems.
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III. FINITE-SIZE SCALING IN CLASSICAL
STATISTICAL MECHANICS

In statistical mechanics, the existence of phase transitions is associated with

singularities of the free energy per particle in some region of the thermodynamic

space. These singularities occur only in the thermodynamic limit [68,69]; in this

limit the volume (V) and particle number (N) go to infinity in such a way that the

density (r ¼ N=V) stays constant. This fact could be understood by examining

the partition function. For a finite system, the partition function is a finite sum of

analytical terms, and therefore it is itself an analytical function. It is necessary to

take an infinite number of terms in order to obtain a singularity in the

thermodynamic limit [68,69].

In practice, real systems have large but finite particle numbers (N � 1023)

and volume, and phase transitions are observed. Even more dramatic is the case

of numerical simulations, where sometimes systems with only a few number

(hundreds, or even tens) of particles are studied, and ‘‘critical’’ phenomena

are still present. The question of why finite systems apparently describe phase

transitions, along with the relation of this phenomenon with the true phase

transitions in infinite systems, is the main subject of finite-size scaling theory [22].

However, finite-size scaling is not only a formal way to understand the

asymptotic behavior of a system when the size tends to infinity. In fact, the

theory gives us numerical methods capable of obtaining accurate results for

infinite systems even by studying the corresponding small systems (see Refs.

23–25 and references therein).

For readers who desire more details on the development of the theory and

applications, there are many excellent review articles and books on this subject

in the literature [22–25]. However, in this review chapter we are going to

present only the general idea of finite-size scaling in statistical mechanics,

which is closely related to the application of these ideas in quantum mechanics.

In order to understand the main idea of finite-size scaling, let us consider a

system defined in a D-dimensional volume V of a linear dimension L (V ¼ LD).

In a finite-size system, if quantum effects are not taken into consideration, there

are in principle three length scales: The finite geometry characteristic size L, the

correlation length x, which may be defined as the length scale covering

the exponential decay e�r=x with distance r of the correlation function, and the

microscopic length a which governs the range of the interaction. Thus,

thermodynamic quantities may depend on the dimensionless ratios x=a and L=a.

The finite-size scaling hypothesis assumes that, close to the critical point, the

microscopic length drops out.

If in the thermodynamic limit, L ! 1, we consider that there is only one

parameter T in the problem and the infinite system has a second-order phase

transition at a critical temperature Tc, a quantity K develops a singularity as a
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function of the temperature T in the form

KðTÞ ¼ lim
L!1

KLðTÞ � T � Tcj j�r ð37Þ

whereas if it is regular in the finite system, KLðTÞ has no singularity.

When the size L increases, the singularity of KðTÞ starts to develop. For

example, if the correlation length diverges at Tc as

xðTÞ ¼ lim
L!1

xLðTÞ � T � Tcj j�n ð38Þ

then xLðTÞ has a maximum that becomes sharper and sharper, and the FSS ansatz

assumes the existence of scaling function FK such that

KLðTÞ � KðTÞFK

L

xðTÞ

� �
ð39Þ

where FKðyÞ � yr=n for y � 0þ. Since the FSS ansatz, Eq. (39), should be valid

for any quantity that exhibits an algebraic singularity in the bulk, we can apply it

to the correlation length x itself. Thus the correlation length in a finite system

should have the form [25]

xLðTÞ � LfxðL1=njT � TcjÞ ð40Þ

The special significance of this result was first realized by Nightingale [70], who

showed how it could be reinterpreted as a renormalization group transformation

of the infinite system. The phenomenological renormalization (PR) equation for

finite systems of sizes L and L0 is given by

xLðTÞ
L

¼ xL0 ðT 0Þ
L0 ð41Þ

and has a fixed point at TðL;L0Þ. It is expected that the succession of points

T ðL;L0Þ� �
will converge to the true Tc in the infinite size limit.

The finite-size scaling theory combined with transfer matrix calculations had

been, since the development of the phenomenological renormalization in 1976

by Nightingale [70], one of the most powerful tools to study critical phenomena

in two-dimensional lattice models. For these models the partition function and

all the physical quantities of the system (free energy, correlation length,

response functions, etc) can be written as a function of the eigenvalues of the

transfer matrix [71]. In particular, the free energy takes the form

f ðTÞ ¼ �T lnl1 ð42Þ
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and the correlation length is

xðTÞ ¼ � 1

ln l2=l1ð Þ ð43Þ

where l1 and l2 are the largest and the second largest eigenvalues of the transfer

matrix. In this context, critical points are related with the degeneracy of these

eigenvalues. For finite transfer matrix, the Perron–Frobenius theorem [72] asserts

that the largest eigenvalue is isolated (nondegenerated) and phase transitions can

occur only in the limit L ! 1 where the size of the transfer matrix goes to

infinity and the largest eigenvalues can be degenerated. It is important to note

that in the Perron–Frobenius theorem all the matrix elements are positive.

For quasi-one-dimensional systems of size L, it is possible to calculate all the

eigenvalues of finite transfer matrix; and therefore, using scaling ansatz like

phenomenological renormalization Eq. (41), it is possible to obtain critical

parameters and critical exponents for bidimensional systems. Transfer matrix

with finite-size scaling theory was successfully applied to the study of a wide

variety of bidimensional lattice system like magnetic models [73], modulated

phases [74], percolation and self-avoiding random walks [75–81], long-range

interactions [82], and many other problems of critical behavior in statistical

physics of geometric nature (see Cardy [25] and the references therein).

IV. FINITE-SIZE SCALING IN QUANTUM MECHANICS

A. Quantum Statistical Mechanics and Quantum Classical Analogies

In this section, we present briefly some very general features of the statistical

mechanics of quantum systems. For a given system with a Hamiltonian H, the

main quantity of interest is the partition function ZðbÞ, where b is the inverse

temperature

ZðbÞ ¼ Tr e�bH ð44Þ

From this one can calculate the expectation values of any arbitrary operator O by

hOi ¼ 1

Z
TrðOe�bHÞ ð45Þ

In the limit T ! 0, the free energy of the system, F ¼ �kBT ln Z, becomes

the ground-state energy and the various thermal averages become ground-state

expectation values.

To do quantum mechanics, one starts with an orthonormal and complete set

of states jni that have the properties

I ¼
X

n

jnihnj; hn j mi ¼ dnm ð46Þ

finite-size scaling for atomic and molecular systems 21



and a trace operation is given by

Tr O ¼
X

n

hnjOjni ð47Þ

Note that the density matrix operator e�bH is the same as the time evolution

operator e�iHt=	h if we assign the imaginary value t ¼ �i	hb to the time interval

over which the system evolves. Thus, the partition function takes the form of a

sum of imaginary time transition amplitudes for the system to start and return to

the same state after an imaginary time interval t,

ZðbÞ ¼ Tr e�bH ¼
X

n

hnje�bH jni ð48Þ

We see that calculating the thermodynamics of a quantum system is the same

as calculating transition amplitudes for its evolution in imaginary time [83].

Many problems in D-dimensional statistical mechanics with nearest-

neighbor interactions can be converted into quantum mechanics problems in

(D � 1) dimensions of space and one dimension of time [84]. The quantum

theory arises here in a Feynman path integral formulation [85].

In the path integral approach, the transition amplitude between two states of

the system can be calculated by summing amplitudes for all possible paths

between them. By inserting a sequence of sums over sets of intermediate states

into the expression for the partition function, Eq. (48) becomes

ZðbÞ ¼
X

n

X
k1;k2;k3;...;kN

hnje�dtH=	hjk1ihk1je�dtH=	hjk2i . . . hkN je�dtH=	hjni ð49Þ

where dt is a time interval and N is a large integer chosen such that Ndt ¼ 	hb.

This expression for the partition function has the form of a classical partition

function, which is a sum over configurations expressed in terms of a transfer

matrix hkije�dtH=	hjkji, with the imaginary time as an additional dimension [3].

Thus a quantum system existed in D dimensions, and the expression for its

partition function looks like a classical partition function for a system with

(D þ 1) dimensions. The extra time dimension is in units of 	hb; when taking the

limit b ! 1, we get a truly (D þ 1)-dimensional effective classical system.

Thus, one can solve many problems in one-dimensional statistical mechanics

calculating partition functions; averages and correlation functions in terms of

their quantum analogs as presented in Table II. This analogy opens the door to

use very powerful methods developed in statistical classical mechanics to study

quantum phase transitions and critical phenomena [4].
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B. Finite-Size Scaling Equations in Quantum Mechanics

In order to apply the FSS to quantum mechanics problems, let us consider the

following Hamiltonian of the form [10]

H ¼ H0 þ Vl ð50Þ

where H0 is l-independent and Vl is the l-dependent term. We are interested in

the study of how the different properties of the system change when the value of

l varies. A critical point lc will be defined as a point for which a bound state

becomes absorbed or degenerate with a continuum.

Without loss of generality, we will assume that the Hamiltonian, Eq. (50), has

a bound state El for l > lc which becomes equal to zero at l ¼ lc. As in

statistical mechanics, we can define some critical exponents related to the

asymptotic behavior of different quantities near the critical point. In particular,

for the energy we can define the critical exponent a as

El �
l!lþc

ðl� lcÞa ð51Þ

For general potentials of the form Vl ¼ l V , we have shown in the previous

section that the critical exponent a is equal to one if and only if HðlcÞ has a

normalizable eigenfunction with eigenvalue equal to zero [45]. The existence or

absence of a bound state at the critical point is related to the type of the

singularity in the energy. Using statistical mechanics terminology, we can

associate ‘‘first-order phase transitions’’ with the existence of a normalizable

eigenfunction at the critical point. The absence of such a function could be

related to ‘‘continuous phase transitions’’ [10].

In quantum calculations, the Rayleigh–Ritz variational method is widely

used to approximate the solution of the Schrödinger equation [86]. To obtain

exact results, one should expand the exact wave function in a complete basis set

TABLE II

Quantum Classical Analogies

Quantum Classical

D space and 1 time dimensions (D þ 1) space dimensions

Quantum Hamiltonian H Transfer matrix

Generating functional Partition function

Ground state Equilibrium state

Expectation values Ensemble averages

Ground state of H Free energy

Coupling constant Temperature

Propagators Correlation functions

Mass gap of H (1=�E) Correlation length (x)
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and take the number of basis functions to infinity. In practice, one truncates this

expansion at some order N. In the present approach, the finite size corresponds

not to the spatial dimension, as in statistical mechanics, but to the number of

elements in a complete basis set used to expand the exact eigenfunction of a

given Hamiltonian. For a given complete orthonormal l-independent basis set

f�ng, the ground-state eigenfunction has the following expansion:

�l ¼
X

n

anðlÞ�n ð52Þ

where n represents the set of quantum numbers. In order to approximate the

different quantities, we have to truncate the series, Eq. (52), at order N. Then the

Hamiltonian is replaced by MðNÞ # MðNÞ matrix HðNÞ, with MðNÞ being

the number of elements in the truncated basis set at order N. Using the standard

linear variation method, the Nth-order approximation for the energies are given

by the eigenvalues f
ðNÞ
i g of the matrix HðNÞ,

E
ðNÞ
l ¼ min

fig
f
ðNÞ

i g ð53Þ

In order to obtain the value of lc from studying the eigenvalues of a finite-

size Hamiltonian matrix, one has to define a sequence of pseudocritical

parameters, flðNÞg. Although there is no unique recipe to define such a

sequence, in this review we used three methods: The first-order method (FOM)

can be applied if the the threshold energy is known [8,76]. In this method

one defines lðNÞ as the value in which the ground-state energy in the Nth-order

approximation, E
ðNÞ
0 ðlÞ, is equal to the threshold energy ET,

E
ðNÞ
0 ðlðNÞÞ ¼ ETðlðNÞÞ ð54Þ

The second approach is the phenomenological renormalization (PR) [24,70]

method, where the sequence of the pseudocritical values of l can be calculated

by knowing the first and the second lowest eigenvalues of the H matrix for two

different orders, N and N 0. The critical lc can be obtained by searching for the

fixed point of the phenomenological renormalization equation for a finite-size

system [70],

xNðlðNÞÞ
N

¼ xN0 ðlðN
0ÞÞ

N 0 ð55Þ

where the correlation length of the classical pseudosystem is defined as

xNðlÞ ¼ � 1

logðEðNÞ
1 ðlÞ=E

ðNÞ
0 ðlÞÞ

ð56Þ
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and E
ðNÞ
0 ðlÞ and E

ðNÞ
1 ðlÞ are the ground state and the first excited eigenvalues of a

sector of given symmetry of the H matrix [8,9,87].

The third method is a direct finite-size scaling approach to study the critical

behavior of the quantum Hamiltonian without the need to make any explicit

analogy to classical statistical mechanics [54,88]. The truncated wave function

that approximate the eigenfunction Eq. (52) is given by

�
ðNÞ
l ¼

XMðNÞ

n

aðNÞn ðlÞ�n ð57Þ

where the coefficients a
ðNÞ
n are the components of the ground-state eigenvector. In

this representation, the expectation value of any operator O at order N is given by

hOiðNÞl ¼
XN

n;m

aðNÞn ðlÞ!aðNÞm ðlÞOn;m ð58Þ

where On;m are the matrix elements of O in the basis set f�ng. In general, the

mean value hOi is not analytical at l ¼ lc, and we can define a critical exponent,

mO, by the relation

hOil �
l!lþc

ðl� lcÞmO ð59Þ

In statistical mechanics, the singularities in thermodynamic functions associated

with a critical point occur only in the thermodynamic limit. In the variation

approach, singularities in the different mean values will occur only in the limit of

infinite basis functions [88].

As in the FSS ansatz in statistical mechanics [24,77], we will assume that

there exists a scaling function for the truncated magnitudes such that

hOiðNÞl � hOilFOðNjl� lcjnÞ ð60Þ

with a different scaling function FO for each different operator but with a unique

scaling exponent n.

Now we are in a position to obtain the critical parameters by defining the

following function [88]:

�Oðl;N;N 0Þ ¼
ln hOiðNÞl =hOiðN

0Þ
l

� �
ln N 0=Nð Þ ð61Þ
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At the critical point, the mean value depends on N as a power law, hOi � N�mO=n;

thus one obtains an equation for the ratio of the critical exponents

�Oðlc;N;N 0Þ ¼ mO
n

ð62Þ

which is independent of the values of N and N 0. Thus, for three different values

N;N 0, and N 00 the curves defined by Eq. (61) intersect at the critical point

�Oðlc;N;N 0Þ ¼ �Oðlc;N
00;NÞ ð63Þ

In order to obtain the critical exponent a, which is associated with the energy,

we can take O ¼ H in Eq. (62) with mO ¼ a:

a
n
¼ �Hðlc;N;N 0Þ ð64Þ

By using the Hellmann–Feynman theorem [86] we obtain

qEl

ql
¼ qH

ql

� �
l
¼ qVl

ql

� �
l

ð65Þ

Taking O ¼ qVl=ql in Eq. (62) gives an equation for ða� 1Þ=n that,

together with Eq. (64), gives the exponents a and n. Now, we can define the

following function:

�aðl;N;N 0Þ ¼ �Hðl;N;N 0Þ
�Hðl;N;N 0Þ ��qVl=qlðl;N;N 0Þ ð66Þ

which is also independent of the values of N and N 0 at the critical point l ¼ lc

and gives the critical exponent a:

a ¼ �aðlc;N;N 0Þ ð67Þ

From Eq. (64) the critical exponent n is readily given by

n ¼ a
�Hðlc;N;N 0Þ ð68Þ

The FSS equations are valid only as an asymptotic expression, N ! 1; but

with a finite basis set, unique values of lc; a, and n can be obtained as a

succession of values as a function of N;N 0, and N 00. The relation between N;N 0,
and N 00 was extensively studied in FSS in statistical mechanics [24], and it is
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known that the fastest convergence is obtained when the difference between

these numbers is as small as possible. In our work [10] we took �N ¼ 1, and

when there are parity effects we used �N ¼ 2. In order to obtain the

extrapolated values for lðNÞ; aðNÞ, and nðNÞ at N ! 1, we used the algorithm of

Bulirsch and Stoer [89] with N 0 ¼ N þ�N and N 00 ¼ N ��N. This algorithm

was also studied in detail and gives very accurate results for both statistical

mechanics problems [90] and electronic structure critical parameters [10].

C. Extrapolation and Basis Set Expansions

To illustrate the applications of the FSS method in quantum mechanics, let us

give an example of a short-range interaction, the Yukawa potential. This

potential is spherically symmetric, and therefore the critical behavior can be

studied for zero and nonzero angular momentum.

In atomic units the Hamiltonian of the screened Coulomb potential can be

written as

HðlÞ ¼ � 1

2
r2 � l

e�r

r
ð69Þ

It is well known that the perturbation expansion in s ¼ 1=l around the

Coulombic limit, s ¼ 0, is asymptotic with zero radius of convergence [91]. This

Hamiltonian has bound states for large values of l and has the exact value of the

critical exponent a ¼ 2 for states with zero angular momentum and a ¼ 1 for

states with nonzero angular momentum [47].

A convenient orthonormal basis set that can be used is given by [88]

�n;l;mðr;�Þ ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðn þ 1Þðn þ 2Þ
p e�

r
2Lð2Þ

n ðrÞYl;mð�Þ ð70Þ

where L
ð2Þ
n ðrÞ is the Laguerre polynomial of degree n and order 2 and Yl;mð�Þ is

the spherical harmonic function of solid angle � [55].

In this basis set, one has to calculate the lowest eigenvalue and eigenvector of

the finite Hamiltonian matrix. The matrix elements of the kinetic energy

operator can be calculated analytically, and therefore the problem reduces to

calculate the matrix elements of the particular potential. Now, in order to obtain

the numerical values for lc, a, and n we can use Eqs. (63), (64), and (68) or we

can simply use �aðl;N;N 0Þ, Eq. (66), which is independent of the values of N

and N 0 at the critical point l ¼ lc. Plotting �aðl;N;N 0Þ as a function of l gives

a family of curves with an intersection at lc. At the point l ¼ lc, one can read

the critical exponent a and the critical exponent n is readily given by Eq. (68).

For the ground state, the curves of �aðl;N;N � 2Þ as a function 1=N for

even values of N are shown in Fig. 3 for 4 � N � 100. From this figure, one can
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obtain the values of lc and the critical exponent a. The curves of lðNÞ, and aðNÞ

as a function of 1=N for 10 � N � 100 are shown in Figs. 4 and 5. It seems that

a reasonable large-N regime was obtained when N > 20; and finally, obtain the

extrapolated values as N ! 1 by using the algorithm of Bulirsch and

Stoer [89]. The extrapolated values calculated with the points corresponding to

20 � N � 100 for l ¼ 0 are lc ¼ 0:8399039 and a ¼ 2, in excellent agreement

with the exact numerical value of lc ¼ 0:839908 [92] and the exact value for

a ¼ 2 [47].

The behavior of the ground-state energy, E
ðNÞ
0 , as a function of l for different

values of N is different from the state with l ¼ 1. For l ¼ 0 the energy curve

goes smoothly to zero as a function of l, but the second derivative function

develops a discontinuity in the neighborhood of the critical point, lc ’ 0:8399

and the critical exponent a ¼ 2. For l ¼ 1, the energy curve bends sharply to

zero at the critical point lc ’ 4:5409 with a critical exponent a ¼ 1. As one

should expect, there is a discontinuity in the first derivative as a function of

l [88].

0.835 0.840 0.845

λ

1.0
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3.0

Γα

N = 4

N = 100

Figure 3. �aðl;N;N � 2Þ as a function of l for the ground state of the Yukawa potential for

even values of 4 � N � 100.
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D. Data Collapse for the Schrödinger Equation

In order to show the data collapse for quantum few-body problems, let us examine

the main assumption we have made in Eq. (60) for the existence of a scaling

function for each truncated magnitude hOiðNÞl with a unique scaling exponent n.

Since the hOiðNÞl is analytical in l, then from Eqs. (59) and (60) the

asymptotic behavior of the scaling function must have the form

FOðxÞ � x�mO=n ð71Þ

Eqs. (60) and (71) have the scaling form as presented in Ref. [93]. For

our purposes, it is convenient to write this in a slightly different form. From

Eqs. (60) and (71) we have

hOiðNÞðlcÞ � N�mO=n ð72Þ

for large values of N.

0.00 0.02 0.04 0.06 0.08 0.10

1/N

0.838

0.839

0.840

0.841

0.842

λ(N)

odd N

even N

Figure 4. lðNÞ as a function of 1=N for the ground state of the Yukawa potential. The

extrapolated values are shown by dots.
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Because the same argument of regularity holds for the derivatives of the

truncated expectation values, we have that

qmhOiðNÞ

qlm

�����
l¼lc

� N�ðmO�mÞ=n ð73Þ

hOiðNÞ is analytical in l; then using Eq. (73), the Taylor expansion could be

written as [93]

hOiðNÞðlÞ � N�mO=nGOðN1=nðl� lcÞÞ ð74Þ

where GO is an analytical function of its argument.

This equivalent expression for the scaling of a given expectation value has a

correct form to study the data collapse in order to test FSS hypothesis in

quantum few-body Hamiltonians. If the scaling Eq. (60) or Eq. (74) holds, then

0.00 0.02 0.04 0.06 0.08 0.10

1/N

1.8

1.9
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2.2

 α(N)

odd N

even N

Figure 5. aðNÞ as a function of 1=N for the ground state of the Yukawa potential. The

extrapolated values are shown by dots.
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near the critical point the physical quantities will collapse to a single universal

curve when plotted in the appropriate form hOiðNÞNmO=n against N1=n ðl� lcÞ [93].

In order to check FSS assumptions, let us show the data collapse for the one-

body Yukawa potential Eq. (69). The advantage of studying this simple model is

that there exist rigorous theorems that give the exact values for energy-critical

a-exponents [47] and accurate values for the critical screening length and the

universal exponent n [88] for both zero and nonzero angular momentum.

As a complete basis set, we have used the Laguerre polynomials and the

spherical harmonic as given in Eq. (70). We applied the data collapse method to

the ground-state energy and the lowest l ¼ 1 energy. Results are shown in Fig. 6a

for l ¼ 0 and in Fig. 6b for l ¼ 1 [93]. One can see clearly that all data for

N ¼ 20; 40; 60; 80; 100 collapse on one curve.

We note that in analogy with statistical mechanics, each block (l ¼ 0 and

l ¼ 1) of the Hamiltonian matrix could be interpreted as a transfer matrix of a

classical pseudosystem. Within this analogy, the lowest eigenvalue is associated

with the free energy and the critical point as a first-order phase transition for

−1.0 −0.5 0.0 0.5 1.0

(λ −λc) N
1/ν

−0.4

−0.2

0.0

0.2

E
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) 
N

α/
ν

N=50
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N=70

N=80

N=90

N=100

(a)

Figure 6. Data collapse for the energy of the Yukawa potential. (a) For the ground state with

a ¼ 2 and n ¼ 1. (b) For the lowest l ¼ 1 level with a ¼ 1 and n ¼ 1=2.
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a ¼ 1 (remember that the a exponent is related to the statistical mechanics ba
exponent for the specific heat by the relation â ¼ a� 2), or as a continuous

phase transition for a > 1. As a result of this analogy, we can use scaling laws

from statistical mechanics to be applied to the classical pseudosystem. In

particular, for continuous phase transitions we can calculate the spatial

dimension d of the pseudosystem using the hyperscaling relation [94]:

4 � a ¼ dn ð75Þ

where d is the spatial dimension of the pseudosystem. Then for a ¼ 2 and n ¼ 1

it gives a spatial dimension d ¼ 2. For l ¼ 1 there is a first-order phase transition;

therefore the relation between the n exponent and the spatial dimension of the

pseudosystem is d ¼ 1=n [95], which gives again d ¼ 2. The excellent collapse

of the curves gives a strong support to the FSS arguments in quantum

mechanics [93].
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Figure 6 (Continued)
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V. QUANTUM PHASE TRANSITIONS AND STABILITY OF
ATOMIC AND MOLECULAR SYSTEMS

In this section we will apply the FSS method to obtain critical parameters for

few-body systems with Coulombic interactions. Thus, FSS approach can be used

to explain and predict stability of atomic and molecular systems.

A. Two-Electron Atoms

In this section we plan to review the analytical properties of the eigenvalues of

the Hamiltonian for two-electron atoms as a function of the nuclear charge. This

system, in the infinite-mass nucleus approximation, is the simplest few-body

problem that does not admit an exact solution, but has well-studied ground-state

properties. The Hamiltonian in the scaled variables [96] has the form

HðlÞ ¼ � 1

2
r2

1 �
1

2
r2

2 �
1

r1

� 1

r2

þ l
r12

¼ H0 þ lV ð76Þ

where H0 is the unperturbed hydrogenic Hamiltonian, V is the Coulomb

interelectronic repulsion, and l is the inverse of the nuclear charge Z. For this

Hamiltonian, a critical point means the value of the parameter, lc, for which a

bound-state energy becomes absorbed or degenerate with the continuum.

An eigenvalue and an eigenvector of this Hamiltonian, Eq. (76), can be

expressed as a power series in l. Kato [97] showed that these series have a

nonzero radius of convergence. This radius is determined by the distance from

the origin to the nearest singularity in the complex plane l!. The study of the

radius of convergence, l!, and whether or not this is the same as the critical

value of lc, has a long history with controversial results [98–101]. Recently,

Morgan and co-workers [102] have performed a 401-order perturbation

calculation to resolve this controversy over the radius of convergence of the

l ¼ 1=Z expansion for the ground-state energy. They found numerically that

lc ¼ l! � 1:09766, which confirms Reinhardt’s analysis of this problem using

the theory of dilatation analyticity [101]. Ivanov [103] has applied a Neville–

Richardson analysis of the data given by Morgan and co-workers and obtained

lc ¼ 1:09766079.

The Hamiltonian (76) commutes with the total angular momentum operator
~L ¼ ~L1 þ ~L2. Using a complete l-independent basis set �K;‘

� �
with the

property

L2�K;‘ ¼ ‘ð‘þ 1Þ�K;‘ ð77Þ

where K represents all the quantum numbers but ‘, we can study the spectrum of

HðlÞ at each block of fixed ‘. This will allow us to study excited states of the

lowest symmetry of each block.
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To carry out the FSS procedure, one has to choose a convenient basis set to

obtain the two lowest eigenvalues and eigenvectors of the finite Hamiltonian

matrix. As basis functions for the FSS procedure, we choose the following basis

set functions [104–106]:

�ijk;‘ð~x1;~x2Þ ¼
1ffiffiffi
2

p ri
1 r

j
2 e�ðgr1þdr2Þ þ r

j
1ri

2 e�ðdr1þgr2Þ
� �

rk
12 F‘ðy12;XÞ ð78Þ

where g and d are fixed parameters, we have found numerically that g ¼ 2 and

d ¼ 0:15 are a good choice for the ground state [87], r12 is the interelectronic

distance, and F‘ðy12;XÞ is a suitable function of the angle between the positions

of the two electrons y12 and the Euler angles X ¼ ð�;�;�Þ. This function F‘ is

different for each orbital block of the Hamiltonian. For the ground state we have

F0ðy12;XÞ ¼ 1, and for the 2p2 3P state we have F1ðy12;XÞ ¼ sinðy12Þcosð�Þ.
These basis sets are complete for each ‘-subspace [105,106]. The complete

wave function is then a linear combination of these terms multiplied by

variational coefficients determined by matrix diagonalization [87]. In the

truncated basis set at order N, all terms are included such that N � i þ j þ k,

so the number of trial functions MðNÞ is

MðNÞ ¼ 1

12
N3 þ 5

8
N2 þ 17

12
N þ aN ð79Þ

where aN is 1 ð7
8
Þ if N is even (odd).

By diagonalizing the finite Hamiltonian matrix, one can obtain the lowest

two energy eigenvalues as a function of the order of the truncated basis set, E
ðNÞ
0

and E
ðNÞ
1 . Using the PR equation, Eq. (55), one can look for its fixed point by

taking the ratio of these two eigenvalues raised to a power N as a function of

l [8]. Figure 7 shows the crossing points, which are the fixed points of Eq. (55),

for N ¼ 6; 7; 8; . . . ; 13. The values of the fixed points as a function of N can be

extrapolated to the limit N ! 1 by using the Bulirsch and Stoer algorithm [89],

which is widely used for FSS extrapolation [4]. The extrapolated values of

lc ¼ 1:0976 � 0:0004 is in excellent agreement with the best estimate of

lc ¼ 1:09766079 [103].

The behavior of the ground-state energy, E
ðNÞ
0 , as a function of l for different

values of N is shown in Fig. 8a. When the value of N approaches the limit,

N ! 1, the true ground-state energy bends over sharply at lc to becomes

degenerate with the lowest continuum at E0 ¼ � 1
2
. This behavior can be seen in

the finite-order approximation: The larger the value of N, the more the energy

curve bends toward a constant energy. In virtue of this behavior, we expect

the first derivative of the energy with respect to l to develop a step-like

discontinuity at lc. The first derivative is shown in Fig. 8b for N ¼ 6; 7; 8; . . . ; 13.
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As expected, the second derivative will develop a delta-function-like behavior

as N is getting larger, as shown in Fig. 8c.

The behavior of the ground-state energy and its first and second derivatives

resembles the behavior of the free energy at a first-order phase transition. For

the two-electron atoms, when l < lc the nuclear charge is large enough to bind

two electrons; this situation remains until the system reaches a critical point lc,

which is the maximum value of l for which the Hamiltonian has a bound state

or the minimum charge necessary to bind two electrons. For l > lc, one of the

electrons jumps to infinity with zero kinetic energy [87].

The convergence law of the results of the PR method is related to the

corrections to the finite-size scaling. From Eq. (55) we expect that at the critical

value of nuclear charge the correlation length is linear in N. In Fig. 9 we plot the

correlation length of the finite pseudosystem (evaluated at the exact critical

point lc) as a function of the order N. The linear behavior shows that the

asymptotic equation [Eq. (60)] for the correlation length holds for very low

values of N [87].
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Figure 7. The ratio between the ground-state energy and the second lowest eigenvalue of the

two-electron atom raised to a power N as a function of l for N ¼ 6; 7; . . . ; 13.
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Figure 8. The two-electron atom: Variational ground-state energy (a), first derivative (b), and

second derivative (c) as a function of l for N ¼ 6; 7; . . . ; 13.
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Figure 9. Correlation length for the two-electron atom evaluated at the critical point lc as a
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The classical critical exponent n that describes the asymptotic behavior of x
at lc can be obtained for two different values of N and N 0 [87]:

1

n
¼

log
dxN

dl = dxN0
dl

� �
l¼lðN;N0Þ

h i
logðN=N 0Þ � 1 ð80Þ

Using Eq. (80), we can estimate the critical exponent n. The extrapolated

value is n ¼ 1:00 � 0:02, and the correlation length diverges as x � jl� lcj�n
.

Hoffmann-Ostenhof et al. [64] have proved that HðlcÞ has a square-

integrable eigenfunction corresponding to a threshold energy EðlcÞ ¼ � 1
2
. They

noted that the existence of a bound state at the critical coupling constant lc

implies that for l < lc, EðlÞ approaches EðlcÞ ¼ � 1
2

linearly in ðl� lcÞ as

l ! l�c . Morgan and co-workers [102] confirmed this observation by their 1=Z

perturbation calculations. They show that EðlÞ approaches EðlcÞ ¼ � 1
2

as

EðlÞ ¼ EðlcÞ þ 0:235ðl� lcÞ ð81Þ

From the FSS equation, Eq. (64), we obtain the ratio of the critical exponents

a=n. The extrapolated value of a ¼ 1:04 � 0:07, which is in agreement with the

observation of Hoffmann-Ostenhof et al. [64].

Having reviewed the results for the critical behavior of the ground-state

energy of the helium isoelectronic sequence, we may now consider other

excited states. The ground state is symmetric under electronic exchange and has

a natural parity, which means that its parity P ¼ P1P2 ¼ ð�1Þ‘1ð�1Þ‘2 is equal

to ð�1Þ‘ [107], where ‘i is the angular momentum number of the ith particle and

j‘1 � ‘2j � ‘ � ‘1 þ ‘2. All the S states have this parity because

‘1 ¼ ‘2 ¼ ‘ ¼ 0. States with P ¼ ð�1Þ‘þ1
will be called states of unnatural

parity. The triplet 2p2 3P has an unnatural parity.

For the H� ion, Hill [108] proved that there is only one bound state with

natural parity. This result, along with Kato’s proof [109] that the Helium atom

has an infinite number of bound states, seems to suggest that the critical point

for the excited natural states is l ¼ 1 [87].

For the unnatural states of the H� ion, we know from the work of Grosse and

Pitner [107] that there is just one unnatural bound state 2p2 3P for l ¼ 1. An

upper bound of �0:12535 a:u:, which is below the threshold energy EP
T ¼ � 1

8
,

was estimated for this state by Midtdal [100] and Drake [110].

From the variational calculations, the behavior of the energy for the triplet

2p2 3P state as a function of l is very similar to the one found for the ground

state. The curves start to bend over sharply to a constant values as N gets larger.
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The true excited-state energy, in the limit N ! 1, bends over sharply at lP
c to

become degenerate with the lowest continuum at EP
T ¼ � 1

8
[87].

Now, the PR equation, Eq. (55), can be applied for the excited state 2p2 3P

to obtain a sequence of pseudocritical l as a function on N, flðN;N 0Þ
P g. The

extrapolated value of this sequence gives lP
c ¼ 1:0058 � 0:0017. As far as we

know, the only estimate of lc for this triplet state is the one given by Brändas

and Goscinski [111]. By applying a Darboux function ansatz [112,113] to the

En’s of Midtdal et al. [100] for n up to 27, they found lc � 1:0048, which is in

good agreement with the FSS result lP
c ¼ 1:0058 � 0:0017.

B. Three-Electron Atoms

Using the finite-size scaling method, study of the analytical behavior of the

energy near the critical point shows that the open-shell system, such as the

lithium-like atoms, is completely different from that of a closed-shell system,

such as the helium-like atoms. The transition in the closed-shell systems from a

bound state to a continuum resemble a ‘‘first-order phase transition,’’ while for

the open-shell system the transition of the valence electron to the continuum is a

‘‘continuous phase transition’’ [9].

To examine the behavior of open-shell systems, let us consider the scaled

Hamiltonian of the lithium-like atoms:

HðlÞ ¼
X3

i¼1

� 1

2
r2

i �
1

ri

� �
þ l

X3

i<j¼1

1

rij

ð82Þ

where rij are the interelectron distances and l is the inverse of the nuclear

charge [9].

As a basis function for the FSS procedure, we used the Hylleraas-type

functions [105] as presented by Yan and Drake [114]:

�ijklmnð~x1;~x2;~x3Þ ¼ CA ri
1 r

j
2 rk

3rl
12 r m

23 r n
31 e�aðr1þr2Þe�br3 w1

� �
ð83Þ

where the variational parameters, a ¼ 0:9 and b ¼ 0:1, were chosen to obtain

accurate results near the critical charge Z ’ 2, w1 is the spin function with spin

angular moment 1/2

w1 ¼ að1Þbð2Það3Þ � bð1Það2Það3Þ ð84Þ

C is a normalization constant, and A is the usual three-particle antisymmetrizer

operator [114].
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The finite order of the basis set is allowed to be i þ j þ k þ l þ m þ n � N.

The maximum value of N was taken to be N ¼ 8, which gives a 1589 # 1589

Hamiltonian matrix [9].

The general algorithm of Bulirsch and Stoer [89] was used to obtain the

extrapolated value of the sequences lðNÞ for lithium-like atoms. The

extrapolated value from the PR method was found to be lc ¼ 0:48 � 0:03 [9].

In the neighborhood of the critical charge, the ionization energy for lithium-like

atoms, I ¼ ELi � EHe, goes smoothly to zero as a function of l as shown in

Fig. 10. In virtue of the behavior of the energy curves, the first derivative of the

ionization energy with respect to l remain continuous. This behavior is different

from that of our previous results for the helium-like atoms [87] where the

ionization energy bends sharply to zero at the helium critical lðHeÞ
c ’ 1:0976.

The different behavior of the energy as a function of the Hamiltonian parameter,

l, suggests, in analogy with standard phase transitions in statistical mechanics,
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Figure 10. Ionization energy, IðNÞ, for three-electron atoms as a function of l for N ¼ 1;

2; . . . ; 8. (N ¼ 1 means that 5 basis functions were used in the calculations, and N ¼ 8 means that

1589 basis functions were used.)
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that the transition from a ground bound state to a continuum in the helium-like

atoms resemble ‘‘first-order phase transitions,’’ while for lithium-like atoms the

transition is continuous.

In the previous section we showed that for the helium-like atoms the critical

exponent for the energy, E ’ ðlc � lÞa, l ! l�c , is equal to one, a ¼ 1 [87].

For three-electron atoms, a ’ 1:64 � 0:05 and the Hamiltonian does not have a

square-integrable wave function at the bottom of the continuum [9]. The

behavior of the correlation length xðNÞ for the associated classical pseudo-

system [87] as a function of l is shown in Fig. 11. In this figure, the behavior of

the correlation length is characteristic of a continuous phase transition using

finite-size scaling method, which goes like an inverse power law in ðl� lcÞ.
Now, let us use the data collapse method to test the hypothesis of finite-size

scaling used to obtain the critical parameter for this system and estimate the

critical exponent n for the lithium-like atoms. Using data collapse to the

ionization energy of the three-electron atom in its ground state, I3ðlÞ ¼ ELi
0 ðlÞ�
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Figure 11. The correlation length, xðNÞ, as a function of l for the three-electron atoms for

N ¼ 1; 2; . . . ; 8.
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EHe
0 ðlÞ, one obtains n ¼ 0:8 � 0:1 [93]. The calculations were done with a

Hylleraas basis set with N ¼ 3; 4; . . . ; 8, which represents up to 1589 Hylleraas

functions. The excellent collapse of the curves for I3 gives a strong support to

the FSS hypothesis [93] as shown in Fig. 12.

C. Critical Nuclear Charges for N-Electron Atoms

For N-electron atoms, Lieb [115] proved that the number of electrons, Nc, that

can be bound to an atom of nuclear charge, Z, satisfies Nc < 2Z þ 1. With this

rigorous mathematical result, only the instability of the dianion H2� has been

demonstrated [115]. For larger atoms, Z > 1, the corresponding bound on Nc is

not sharp enough to be useful in ruling out the existence of other dianions.

However, Herrick and Stillinger estimated the critical charge for a neon

isoelectronic sequence, Zc ’ 8:77. Cole and Perdew [116] also confirmed this
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Figure 12. Data collapse for the ionization energy of the three-electron atom with a ¼ 1:64

and n3 ¼ 0:8.
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result for N ¼ 10 by density functional calculations and ruled out the stability of

O2�. Using Davidson’s tables of energies as a function of Z for atoms up to

N ¼ 18 [117], one can estimate the critical charges from the equality [118],

EðN;ZcÞ ¼ EðN � 1; ZcÞ. However, Hogreve used large and diffuse basis sets

and multireference configuration interaction to calculate the critical charges for

all atoms up to N ¼ 19 [119].

Let us consider an N-electron atom with a nuclear charge Z. In atomic units,

the potential of interaction between the loose electron and an atomic core

consisting of the nucleus and the other N � 1 electrons tends to �Z=r at small r

and to (�Z þ N � 1Þ=r at large r. After the scaling transformation r ! Zr,

the potential of interaction between two electrons is l=rij with l ¼ 1=Z, and the

potential of interaction between an electron and the nucleus is �1=ri. In these

scaled units the potential of interaction between a valence electron and a

core tends to �1=r at small r and tends to ð�1 þ gÞ=r with g ¼ ðN � 1Þl at

large r. It is easy to see that the model of the form [62]

VðrÞ ¼ � 1

r
þ g

r
1 � e�dr
� �

ð85Þ

correctly reproduces such an effective potential both at small r and at large r.

This model has one free parameter that was fitted to meet the known binding

energy of the neutral atom and its isoelectronic negative ion [62]. The critical

charges are found for atoms up to Rn (N ¼ 86). The critical charges are found

from the following condition:

EIðlcÞ ¼ 0; Zc ¼ 1=lc ð86Þ

where EI is the extrapolated ionization energy. Results agree (mostly within an

accuracy of 0.01 [62]) with both the ab initio multireference configuration

interaction calculations of Hogreve [119] and the critical charges extracted by us

from Davidson’s figures of isoelectronic energies [117].

The goal here is to perform a systematic check of the stability of atomic

dianions. In order to have a stable doubly negatively charged atomic ion, one

should require the surcharge, SeðNÞ � N � ZcðNÞ � 2. We have found that the

surcharge never exceeds two as shown in Fig. 13. The maximal surcharge,

Seð86Þ ¼ 1:48, is found for the closed-shell configuration of element Rn and can

be related to the peak of electron affinity of the element N ¼ 85. Experimental

results for negative ions of lanthanides remain unreliable [120,121]. We did not

calculate critical charges for lanthanides. Since the electron affinities of

lanthanides are relatively small � 0:5 eV [122,123], we expect that the

surcharges will be small.
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Calculation of the critical charges for N-electron atoms is of fundamental

importance in atomic physics since this will determine the minimum charge to

bind N electrons. Already Kato [97] and Hunziker [124] show that an atom

or ion has infinitely many discrete Rydberg states if Z > N � 1, and the results

of Zhislin [125] show that a negative ion has only finitely many discrete states if

Z � N � 1. Because experiment has yet to find a stable doubly negative atomic

ion, Morgan and co-workers [102] concluded that the critical charge obeys the
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Figure 13. The calculated surcharge, Se ¼ N � Zc, compared with the experimental electron

affinity, EAðN � 1Þ, as a function of the number of electrons, N.
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following inequality: N � 2 � Zc � N � 1. The numerical results [62] con-

firmed this inequality and show that, at most, only one electron can be added to

a free atom in the gas phase. The second extra electron is not bound by a singly

charged negative ion because of the combined action of the repulsive potential

surrounding the isolated negative ion and the Pauli exclusion principle [126].

However, doubly charged atomic negative ions might exist in a strong magnetic

field of the order of a few atomic units, where 1 a.u. ¼ 2.3505# 109G [62].

Recently, there has been an ongoing experimental and theoretical search for

doubly charged negative molecular dianions [12,127]. In contrast to atoms,

large molecular systems can hold many extra electrons because the extra

electrons can stay well-separated [128]. However, such systems are challenging

from both theoretical and experimental points of view. Although several

authors [129–132] have studied the problem of the stability of diatomic systems

as a function of the two nuclear charges, Z1 and Z2, there was no proof of the

existence or absence of diatomic molecular dianions. The present approach

might be useful in predicting the general stability of molecular dianions.

D. Critical Parameters for Simple Diatomic Molecules

Molecular systems are challenging from the critical phenomenon point of view.

In this section we review the finite-size scaling calculations to obtain critical

parameters for simple molecular systems. As an example, we give detailed

calculations for the critical parameters for Hþ
2 -like molecules without making

use of the Born–Oppenheimer approximation. The system exhibits a critical

point and dissociates through a first-order phase transition [11].

The general Hamiltonian for A charged point particles under Coulomb

interactions is represented in Cartesian coordinates by [11]

H ¼
XA

i

P2
i

2Mi

þ
XA

i<j

QiQj

jRi � Rjj
ð87Þ

where Pi, Ri ¼ ½Xi; Yi; Zi�, Mi and Qi are the momentum operator, column-vector

coordinates, mass, and charge of particle i, respectively.

After separation of the translational motion [133] of the center of mass (CM)

M0 ¼
PA

i Mi the Hamiltonian becomes

H ¼
Xa

i¼0

p2
i

2mi

þ 1

2M1

Xa

i6¼j

pi � pj þ
Xa

i<j

Qiþ1Qjþ1

rij

ð88Þ

where i and j go from 0 to a ¼ A � 1; the mi are the reduced masses with m0 ¼ M0

and mi ¼ M1Miþ1

M1þMiþ1
; rij ¼ jrijj ¼ jRiþ1 � Rjþ1j and ri ¼ jrij ¼ jRiþ1 � R1j; ðr0Þ is

the CM vector, and ðr1; r2; . . . ; raÞ are the vectors of internal coordinates of
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particle 2; 3; . . . ;A, respectively, and ðp0; p1; p2; . . . ; paÞ are their corresponding

momenta.

Now, an explicit form of the Coulombic interactions V for a quantum system

including B electrons and C positive-charged centers (protons) may be written

as

V ¼
Xb

0¼i<j

1

rij

�
Xb

i¼0

Xa

k¼bþ1

Zk

rik

þ
Xa

bþ1¼k<l

ZkZl

rkl

ð89Þ

where the indices i; j are for electrons and k; l for protons with b ¼ B � 1

and a ¼ A � 1 ¼ B þ C � 1. The potential V includes electron–electron repulsive

terms, electron–proton attractive terms and proton–proton repulsive terms.

However, for one-electron system, B ¼ 1; b ¼ 0 and a ¼ C, the Z2-scaled

Hamiltonian with l ¼ Z ¼ Zk becomes [11]

H ¼
Xa

i¼1

p2
i

2mi

þ 1

2M1

Xa

0¼i 6¼j

pi � pj �
Xa

k¼1

1

r0k

þ l
Xa

1¼k<l

1

rkl

ð90Þ

Therefore, the Hamiltonian of simple molecular systems can be represented

as

HðlÞ ¼ H0 þ Vl ð91Þ

where H0 is l-independent and Vl is the l-dependent part. This Hamiltonian

has the correct general form obtained in previous sections for the application of

the FSS method to determine the critical value of the parameter l.

Several investigators have performed calculations on the stability of Hþ
2 -like

systems in the Born–Oppenheimer approximation. Critical charge parameters

separating the regime of stable, metastable, and unstable binding were

calculated using ab initio methods [134–137]. However, using the finite-size

scaling approach, one can show that this critical charge is not a critical

point [118]. But, without making use of the Born–Oppenheimer approximation

the Hþ
2 -like system exhibits a critical point.

For Hþ
2 -like systems, Eq. (88) is used with l ¼ Z, a ¼ C ¼ 2, m ¼ M=

ð1 þ MÞ, and M ¼ 1836:152701 a.u. The ground-state eigenfunction can be

expanded in the following basis set [138] �ðn;m;lÞ:

�ðn;m;lÞðr1; r2; r12Þ ¼ N0fnðxÞfmðyÞflðzÞ ð92Þ
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where N0 is the normalization coefficient and fnðxÞ is given in terms of Laguerre

polynomials LnðxÞ:

fnðxÞ ¼ LnðxÞe�x=2 ð93Þ

The coordinates x; y; and z are expressed in the following perimetric coordi-

nates [139]:

x ¼ y
kx

ðr1 þ r2 � r12Þ

y ¼ y
ky

ð�r1 þ r2 þ r12Þ

z ¼ y
kz

ðr1 � r2 þ r12Þ

ð94Þ

where kx ¼ 1 ¼ ky=2 ¼ kz=2 and y is an adjustable parameter that was chosen to

be y ¼ 1:5.

Calculating the matrix elements of the Hamiltonian in this basis set gives a

sparse, real, and symmetric MðNÞ # MðNÞ matrix at order N. By systematically

increasing the order N, one obtained the lowest two eigenvalues at different

basis lengths MðNÞ. For example, MðNÞ ¼ 946 and 20,336 at N ¼ 20 and 60,

respectively [11]. The symmetric matrix is represented in a sparse row-wise

format [140] and then reordered [141] before triangularizations. The Lanczos

method [142] of block-renormalization procedure was employed.

For the ground state of Hþ
2 -like molecules, the critical point lc of HðlÞ can

be obtained from finite-size scaling calculations. Using the finite-size scaling

equation directly, one can obtain the fixed point from Eq. (55). Figure 14 shows

the curves E
ðNÞ
1 ðlÞ=E

ðNÞ
0 ðlÞ as a function of l for N ¼ 31 up to N ¼ 60. By

virtue of this behavior, one expect that the first derivative of the energy as a

function of l develops a step-like discontinuity at lc as shown in Fig. 15. The

crossing points between two different sizes N and N þ 1 give a series for flðNÞg.
By systematically increasing the order N, one can reach a critical point

lc ¼ 1:2286 � 0:0005. Here lc and the error are estimated using the final

minimum and maximum values and their difference over 48 < N < 60. This

value is in agreement with the calculation using the first-order method [11].

For the critical exponent a, starting from the series faðNÞðlÞg and following

the direct approach of finite-size scaling Eq. (67), one obtain the series aðNÞðlcÞ.
From these data, the estimated energy critical exponent is a ¼ 1:000 � 0:005.

Moreover, after calculating the critical exponent a, the critical exponent

fnðNÞðlÞg is readily given by Eq. (68). The results of the calculations for

the nðNÞðlÞ series show oscillatory behavior. The data do not reach a limit at N
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up to 60, but it does show that the correlation exponent is smaller than one and

decreases as N increases. The estimated value using the final maximum and

minimum points over 48 < N < 60 is n ¼ 0:3 � 0:2 [11].

From the present calculations, the expectation value of the operator r12 may

provide a direct physical picture about the thermodynamic stability and

dissociation of Hþ
2 -like molecules. As shown in Fig. 16, there is a vertical jump

of the mean value r12 at lc. We note that there are similarities and differences

between helium-like atoms and Hþ
2 -like molecules. In Section V.A of helium-

like systems, based on an infinite mass assumption, we show that the electron at

the critical point leaves the atom with zero kinetic energy in a first-order phase

transition. This limit corresponds to the ionization of an electron as the nuclear

charge varies. For the Hþ
2 -like molecules, the two protons move in an electronic

potential with a mass-polarization term. They move apart as l approaches its

critical point and the system approaches its dissociation limit through a first-

order phase transition.

Large molecular systems are challenging from the critical phenomenon point

of view. In order to apply the finite-size scaling method, one needs to have a

complete basis set. The present basis set used for the finite-size scaling

calculations is built up on the perimetric coordinates that are only suitable for
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Figure 16. The expectation value of the distance between the two protons hr12i for the Hþ
2 -like

molecule as a function of l ð¼ ZÞ at yt ¼ 1:5 for N ¼ 20; 21; . . . ; 45.
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the three-body systems, thus restricting the basis set’s extension to treat larger

molecules. Several types of Gaussian basis sets have been tested. The first one

has the following general form:

� ¼ ð1 þ P12Þ
XM

m¼1

e�amr2
1
�bmr2

2
�gmr2

12 ð95Þ

where M is the expansion length, P12 is the exchange operator and am, bm and gm

are the variational parameters. The finite size scaling results using this basis set

were strongly dependent on the initial values of the variational parameters.

Another two types of Gaussian basis sets were used have the general form

� ¼ ð1 þ P12Þ
XM

m¼1

e�amr2
1
�bmr2

2
�gmr2

12

 !XN

k¼0

Cmkr2k
12 ð96Þ

where k � N, N is the order and M is expansion length for a set of given

parameters fam; bm; gmg, and

� ¼ ð1 þ P12Þ
XM

m¼1

e�amr2
1
�bmr2

2
�gmr2

12

 !XN

i; j;k

Cmijkr2i
1 r

2j
2 r2k

12 ð97Þ

where i þ j þ k � N. These Gaussian basis sets are correlated and involve power

law terms [133] that are equivalent to the power law terms used in the Laguerre

polynomials in Eq. (21). This basis set can be used to recover the previous results

and clearly will be suitable for larger diatomic molecules.

Qicun Shi research is still underway to combine FSS with Gaussian basis

functions to treat larger molecular systems and also to investigate the effect of

external fields on the molecular stability and whether or not one can use this

approach to selectively break chemical bonds in polyatomic molecules.

E. Phase Diagram for Three-Body Coulomb Systems

The stability of three-body Coulomb systems is an old problem which has been

treated in many particular cases [143–145] and several authors reviewed this

problem [146,147]. For example, the He atom ðae�e�Þ and Hþ
2 ðppe�Þ are stable

systems, H� ðpe�e�Þ has only one bound state [108], and the positronium

negative ion Ps� ðeþe�e�Þ has a bound state [148], while the positron–hydrogen

system ðe�peþÞ is unbound and the proton–electron–negative–muon ðpe�m�Þ is

an unstable system [149]. In this section, we show that all three-body ABA

Coulomb systems undergo a first-order quantum phase transition from the stable

phase of ABA to the unstable breakup phase of AB þ A as their masses and

charges varies. Using the FSS method, we calculate the transition line that
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separates the two phases. For any combination of the three particles of the form

ABA, one can read directly from the phase diagram if the system is stable or

unstable. Moreover, the transition line has a minimum that leads to a new

proposed classification of the ABA systems to molecule-like systems and to

atom-like systems [66]. This is very important in exploring the resonance

spectrum and dynamics of three particles where there is neither an obvious point

of reference as the heavy nucleus in H� nor a line of reference as the internuclear

axis in Hþ
2 . Rost and Wintgen [150] have shown that the resonance spectrum of

positronium negative ion Ps� can be understood and classified with the molecule

Hþ
2 quantum numbers by treating the internuclear axis of Ps� as an adiabatic

parameter. The current approach gives a systematic classification of all ABA

systems [66].

Let us consider the stability and quantum phase transitions of the three-body

ABA Hamiltonian given by Eq. (36). The Hamiltonian, Eq. (36), formally

separated the motion of the center of mass and depends linearly on the parame-

ters l and k.

We are interested in the study of the critical behavior of the Hamiltonian as a

function of both parameters l and k. The ABA system is stable if its energy is

lower than the energy of the dissociation to AB þ A. The critical behavior and

stability of the ground-state energy as a function of l for k ¼ 0 has been

previously studied for the two-electron atoms [87] (with Q ¼ �1, M ¼ 1, m ¼
1 and l ¼ 1=q ¼ 1=Z, where Z is the nuclear charge) and for the hydrogen

molecule-like ions [11] (with q ¼ �1, m ¼ 1, M ¼ 1 and l ¼ jQ j ¼ ZÞ.
In order to obtain the stability diagram for the three-body Coulomb systems

in the ðl� kÞ-plane, one has to calculate the transition line, lcðkÞ, which

separates the stable phase from the unstable one. To carry out the finite-size

scaling calculations, the following complete basis set was used [66]:

�n;m;lðr1; r2; r12Þ ¼ fnðxÞfmðyÞflðzÞ; fnðxÞ ¼ LnðxÞe�x=2 ð98Þ

where Ln is the Laguerre polynomial of degree n and order 0 and x ¼ y
kx

ðr1 þ r2 � r12Þ, y ¼ y
ky
ð�r1 þ r2 þ r12Þ, and z ¼ y

kz
ðr1 � r2 þ r12Þ are the peri-

metric coordinates [151]. For faster convergence, the parameters kx ¼ 1 ¼ ky=
2 ¼ kz=2, and y ¼ 1:5 were chosen.

Solving the Schödinger equation gives a sparse, real, and symmetric

MðNÞ # MðNÞ matrix of order N. The symmetric matrix is expressed in a sparse

row-wise format, reordered, and LU-decomposed [152]. Then, one employs the

block-renormalization Lanczos procedure [153] to obtain the eigenvalues [66].

From the leading two eigenvalues, E
ðNÞ
0 ðlÞ and E

ðNÞ
1 ðlÞ, one can obtain the

correlation length, Eq. (56), for the classical pseudosystem, xNðlÞ. Now we are

in a position to apply the phenomenological renormalization equation, Eq. (55),

to obtain a sequence of pseudocritical parameters lðNÞc for different values of k.
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The values of the parameter k ¼ ð1 þ m=MÞ�1
were varied in the interval [0,1]

according to the different masses of the combined particles. The values, in

atomic units, of the particle masses were taken from Ref. 154: for electron

me ¼ 1:0, for proton mp ¼ 1836:1526675, for deuteron md ¼ 3670:4829550, for

tritium mt ¼ 5496:9216179 [154,155], for muon mm ¼ 206:7682657, and for

helium mHe ¼ 7296:299508.

The numerical results for all ABA Coulomb systems show that the ground-

state energy is a continuous function of 1:0 � l � 1:25 and 0 � k � 1, but

bends over sharply at lc to become degenerate with the scaled lowest continuum

at E0 ¼ � 1
2
. By virtue of this behavior, we expect that the first derivative of the

energy with respect to l to develop a step-like discontinuity at lc. HðlcÞ has a

square-integrable eigenfunction as k varies corresponding to a scaled threshold

energy EthðlcÞ ¼ � 1
2

[64]. EðlÞ approaches EthðlcÞ linearly in ðl� lcÞ as

l ! l�c [64,102].

For the ABA Coulomb systems when 1 � l � lc, the ratio of charges is

sufficiently small enough to keep the three particles bound and the system at

least has one bound state [108]. This situation remains until the system reaches

a critical point lc, which is the maximum value of l for which the Hamiltonian

has a bound state. For l � lc, one of the particles jumps to infinity with zero

kinetic energy. In Fig. 17 the transition line, lc, is shown as a function of k. The

parameter k changes between k ¼ 1, which corresponds to the Hþ
2 -like systems

in the Born–Oppenheimer approximation, and k ¼ 0, which corresponds to the

He-like atoms in the infinite mass approximation. Between the two limits k ¼ 0

and k ¼ 1, there are many stable three-particle systems as shown in the figure.

The transition line separates the three-particle systems into stable systems (with

at least one bound state) and unstable systems. These numerical results confirm

the general properties of the stability domain discussed by Martin [149], and the

instability region in the l–k plane should be convex. Particularly, the transition

curve has a minimum, which occurs at km ¼ 0:35, and hence all possible bound

three-body systems are divided into two branches in the l–k plot, one with

0 � k < km and the other with km < k � 1. The two systems closest to km are

Ps� with k ¼ 0:5 and 	p	pd with k ¼ 0:33. The window in Fig. 17 shows the two

different branches in their ground-state energy as a function of the location of

the pseudocritical points lðNÞc ðkÞ.
The observation of two different branches leads us to investigate the

similarity between the molecule-like systems of the right branch, k > km, such

as the Ps�, and the atom-like systems of the left branch, k < km, such as 	p	pd.

The parameter k measures the strength of the mass polarization term, which is

due to the motion of the two identical particles with respect to the third particle.

The mass polarization term is then a measure of the momentum correlation of

the two identical particles with respect to the third particle. If k $ km, as in the

case of a molecule such as Hþ
2 , then the light particle with mass m and charge q
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tends to stay in the middle of the two heavy particles to achieve bonding, while

for k % km, as in the case of the He atom, each light particle with mass M and

charge Q is less localized and thus the momentum correlation is smaller. The

fact that the resonance spectrum and dynamics of Ps� ðk ¼ 0:5Þ was understood

and classified with the Hþ
2 quantum numbers [150] is very encouraging and

shows that the above proposed classification might shed some light on a

systematic and concise picture of the dynamics of all ABA Coulomb systems.

VI. CROSSOVER PHENOMENA AND RESONANCES IN
QUANTUM SYSTEMS

In this section we present three different phenomena, resonances, crossover and

multicritical points. We will discuss in general the applicability of FSS to

resonances, the existence of multicritical points and the definition of the size of

the critical region. Application of FSS to a specific Hamiltonian that presents the

three phenomena shows the relation between them [156].
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Figure 17. The critical parameter lc as a function of k in the range 0 � k � 1. The different

three-body systems are shown along the transition line that separates the stable phase from the

unstable one. Note the minimum value of km ¼ 0:35; for k > km we have molecule-like systems,

while for k < km the systems behave like atoms. The inset in this figure shows the two branches in

the ðEðNÞ
0 � lÞ-plane as k varies in the interval [0, 1].
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A. Resonances

We will study, in particular, resonances that may occur for potentials that have a

barrier over the threshold value separating an inner region from an outer region

where the potential goes asymptotically to the threshold value. These resonances

are known in the literature as shape-type [157] or potential [158] resonances.

Resonances are not truly bound states, but they are interpreted as metastable

states. Because of the boundary conditions of resonances, the problem is not

Hermitian even if the Hamiltonian is (that is, for square integrable eigenfunc-

tions). Resonances are characterized by complex eigenvalues (complex poles of

the scattering amplitude)

E ¼ En þ
i

2
�n ð99Þ

where the real part En of an eigenvalue is the energy of the system and the

imaginary part �n is the inverse of the lifetime of the corresponding quasi-bound

state. The corresponding eigenfunctions are nonnormalizable. The classical book

by Newton [159] presents an excellent discussion on this subject.

The nature of the resonance states, narrow or broad, crucially depends on the

behavior of the corresponding bound eigenvalue in the neighborhood of the

threshold. There is no rigorous definition of narrow and broad resonances, but

the former has a long lifetime and is accessible for observation. For a broad

resonance, the practical definition of its energy and width becomes a difficult

problem [158].

For Hamiltonian (6), as we showed in Section II, if there is a true bound state

at the threshold, then the eigenvalue hits the continuum linearly in ðl� lcÞ; that

is, in a ‘‘first-order phase transition,’’ a bound state and a virtual state coexists at

the threshold and a sharp resonance (i.e., �n % En) will develop for l < lc.

However, if there is no bound state at the threshold, then the eigenvalue merges

into the continuum quadratically in ðl� lcÞ—that is, in a ‘‘second-order phase

transition.’’ The eigenvalue is analytical at l ¼ lc, and a virtual state emerges

for l < lc. Therefore, if a resonance appears, it will be a virtual resonance

(En < 0) and will turn to a truly resonance for l < lr, where lr is defined by

the condition EnðlrÞ ¼ 0. Now, �ðlrÞ > 0 and therefore this kind of resonance

comes out broad. That is, for one-dimensional systems and s waves of three-

dimensional radial potentials, all resonances, including the most narrow one, are

not obtained by a bound–resonance transition mechanism. They are obtained,

however, due to the sequence bound–virtual–virtual resonance–resonance

transition, where virtual states are associated with (real) negative energies of

non-normalizable eigenfunctions and virtual resonances are complex eigen-

values with real parts embedded below the threshold energy; that is, the real

parts are negative when the threshold energy is equal to zero.

54 sabre kais and pablo serra



If a virtual–virtual resonance transition exists, it occurs at lv, where

lr < lv < lc. Such virtual–virtual resonance transition is associated with a

branch point with exponent one-half:

EnðlÞ � ðl� lvÞ1=2; l ! lþv ð100Þ

Note that Eq. (100) is valid only for the real virtual energy.

To illustrate the appearance of resonances when a potential parameter is

varied we consider the one-dimensional Hamiltonian [156],

Hða; JÞ ¼ p2

2
þ x2

2
� J

� �
e�ax2 ð101Þ

where a and J are free parameters (instead l, we use the usual notation ða; JÞ for

this Hamiltonian [157]). The potential in Eq. (101) exhibits predissociation

resonances analogous to those found in diatomic molecules [160,161] and was

used as a model potential to check the accuracy of different methods for the

calculations of resonances [162,163].

We studied the critical behavior of the eigenfunctions and resonances of the

Hamiltonian equation, Eq. (101), using the FSS method described in Section IV.

As a basis function for the finite-size scaling procedure, we used the

orthonormalized eigenfunctions of the harmonic oscillator with mass equal to

1 and frequency equal to a:

�nða; xÞ ¼ a

p

� �1=4 1ffiffiffiffiffiffiffiffiffi
2nn!

p e�ax2=2Hnð
ffiffiffi
a

p
xÞ ð102Þ

where HnðxÞ are the Hermite polynomials of order n [55].

In order to obtain the matrix elements of the Hamiltonian equation, Eq. (101),

we need to calculate the kinetic energy terms

Tm;n � hm j p2

2
j ni

¼ a

2
n þ 1

2

� �
dm;n �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn þ 1Þðn þ 2Þ

p
2

dm�2;n �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn � 1Þn

p
2

dmþ2;n

" #
ð103Þ

and the potential energy terms [60]

em;n � hm j e�ax2 jni ¼
ð�1Þnþnþm

2
�ðmþnþ1

2
Þffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2pm!n!
p ; m þ n even

0; m þ n odd

8><>: ð104Þ
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The other matrix elements, hm j xke�ax2 j ni for any value of k, can be

evaluated using the recurrence relations between Hermite polynomials [55]. By

diagonalizing the Hamiltonian in the above basis set, we obtained the

eigenstates as a function of both parameters a and J.

One of the most powerful tools to study resonances is complex scaling

techniques (see Ref. 157 and references therein). In complex scaling the

coordinate ~x of the Hamiltonian was rotated into the complex plane; that is,

Hð~xÞ ! Hð~x eif=2Þ. For resonances that have yres ¼ tan�1½ImðEðresÞÞ=Re

ðEðresÞÞ� < f the wave functions of both the bound and resonance states are

represented by square-integrable functions and can be expanded in standard L2

basis functions.

As an example, the Hamiltonian equation, Eq. (101), with a ¼ 0:2 and

J ¼ 0:2, presents a sharp resonance E
ðresÞ
0 ’ 0:23676931 � i 0:98613158 10�03,

and its second resonance is E
ðresÞ
1 ’ 1:2516098 � i 0:48039784. Therefore we

have y0 ’ 0:004 < p=10 and p=10 < y1 ’ 0:366484 < p=5. In Fig. 18 we

0 0.5 1 1.5

Re(E)

−0.5

−0.4

−0.3

−0.2

−0.1

0

Im
(E

)

φ = π/5

φ = π/10

Eres
(0)

Eres
(1)

Figure 18. ImðEÞ versus ReðEÞ for complex-rotated N ¼ 100 diagonalization of Hamiltonian

equation (101), with a ¼ 0:2, J ¼ 0:2, f ¼ p=10 (circles), and f ¼ p=5 (crosses). The continuous

line occurs for an angle f with the real axis, the first (sharp) resonance appears for both calculations,

and the second resonance appears only for f ¼ p=5 > y1.
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show all the eigenvalues for f ¼ p=10 and f ¼ p=5 obtained with a complex-

rotated 500-function expansion. The rotated continuum forms an angle f with

the ReðEÞ axis, and two resonances appear as isolated eigenvalues. Note that the

sharp resonance appears for both f ¼ p=10 and f ¼ p=5 curves, but the broad

resonance cannot be obtained with the f ¼ p=10 < y1 expansion.

It is well known that complex-rotated basis-set expansions give very accurate

values for complex energies [157]. But in order to apply FFS to obtain critical

exponents, we observe that the scaling function FOðxÞ in the scaling relation

(60) has to be replaced by a complex function of a f-dependent complex

argument for both resonances and bound states. Then it is necessary to introduce

new scaling functions and critical exponents. The convergence process with the

number N of basis functions is not uniform, and therefore it is very difficult to

make extrapolations from the numerical data.

To visualize the phenomenon, the (real) ground-state energy of Hamiltonian

(101) with a ¼ 0:2 and J ¼ 1 is E0 ’ �0:4770651355. We show in Fig. 19

−0.4771 −0.477

Re(E)

−0.0002

−0.0001

0

0.0001

0.0002

Im
(E

)

φ = 2π/5

φ = π/10 φ = 0.3 π

φ = 0

φ = π/5

N = 14

N = 15

N = 16

N = 20

N = 30

Figure 19. ImðEÞ versus ReðEÞ for the ground-state energy of Hamiltonian equation (101),

with a ¼ 0:2, J ¼ 1 from complex-rotated diagonalization with f ¼ np=10; n ¼ 0ð&Þ, 1ð'Þ, 2ð}Þ,
3ð4Þ, and 4ð#Þ for increasing values of N. The minimum value of N for each angle is indicated by

an arrow.
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ReðEðNÞ
0 Þ versus ImðEðNÞ

0 Þ for large values of N and five different values of f. It

is clear that the process converges, but convergence is not uniform (except for

f ¼ 0) even for jEðNÞ
0 j2. The same picture occurs for resonances, as shown in

Fig. 20 for the second resonance E
ðresÞ
2 ’ 1:25161 � i 0:4803978 of Hamiltonian

(101) with a ¼ 0:2 and J ¼ 0:2.

To summarize, for our model Hamiltonian, resonances appear after a bound–

virtual and a virtual–virtual resonance transition. There is no method to obtain

virtual energies using a square-integrable basis set, even in the complex-rotated

formalism. Then, at this point we can ask if FSS is a useful method to study this

kind of resonance. As we will show in the next subsection, the answer is yes;

FSS is a method to obtain near-threshold properties, and with FSS we can

characterize the near-threshold resonances by solving the Hermitian (not

complex-rotated) Hamiltonian using a real square-integrable basis-set expan-

sion. Moreover, the critical point of the virtual resonance–resonance transition,

lr, could also be obtained using FSS.

1.25155 1.2516 1.25165 1.2517

Re(E)

−0.48045

−0.4804

−0.48035

Im
(E

)

φ = 2π/5

φ = 0.3 π

φ = π/5

N = 25

Ν = 24

Ν = 34

Figure 20. ImðEÞ versus ReðEÞ for the second resonance of Hamiltonian Eq. (101) with

a ¼ 0:2, J ¼ 0:2 from complex-rotated diagonalization with f ¼ np=10; n ¼ 2ð}Þ, 3ð4Þ, and 4ð#Þ
for increasing values of N. The minimum value of N for each angle is indicated by an arrow.
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B. Crossover Phenomena

In general, FSS uses scaling laws to describe asymptotic behavior of many-body

systems near the threshold energy. An important question is, What is the meaning

of the word near in the preceding sentence. We will call a crossover phenomena

to a phenomena related with the failure of the system to attain its asymptotic

scaling regime [94]. Even when crossover phenomena is defined in relation with

FSS expansions, as we will see, the size of the critical region, where asymptotic

regime holds, has possible experimental consequences.

Therefore we are going to examine the critical behavior of the system defined

by Hamiltonian (101) using the FSS method described in Section IV. That is, we

are going to calculate the values of a and J for which a bound-state energy

becomes absorbed or degenerate with a continuum. We define J
ðnÞ
c ðaÞ as the

value of J for which the n-bound-state energy becomes equal to zero (the

threshold energy is set at zero)

JðnÞc ðaÞ � inf
fJg

fEnða; JÞ < 0g ð105Þ

and the related critical exponent for the energy an is given by

Enða; JÞ �
J!J

ðnÞþ
c

ðJ � JðnÞc Þan ð106Þ

The FSS calculation of critical parameters was done using the functions

Eq. (102) and the matrix elements Eqs.(103) and (104). The critical line J
ðnÞ
c ðaÞ

and the critical exponent an were calculated using Eqs. (66) and (67).

Figures 21 and 22 show the ‘‘phase diagrams’’ JðnÞ as a function of a for the

ground state n ¼ 0; and for several states, n ¼ 0; 1; 2; 3 and n ¼ 4. From

a theorem proved by Klaus and Simon [47] valid for Hamiltonian (101), we

know that the critical exponent for the energy is an ¼ 2 8n; a > 0, where n

denotes the isolated bound states (see Section II).

In both figures the critical line separates the resonance region from the bound

region. As will be shown later, the transition from bound to resonance states go

through virtual states. There is no bound states with positive energy for a > 0,

but there is at least one bound state for J � J!ðaÞ � 1=ð4aÞ [164]. This result

shows that the solid line in Fig. 21 does not cross the curve J!ðaÞ (the Simon

line). Numerical results show that JcðaÞ goes asymptotically to J!ðaÞ when

a ! 1. For fixed a, the ground state E0ðJ; aÞ is concave, nonincreasing, and

continuous as a function of J, and it is decreasing for J � 1=ð4aÞ [165].

In the limit a ¼ 0, Hamiltonian (101) reduces to the Hamiltonian of a

harmonic oscillator with frequency equals one plus a constant J. Then the
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Figure 21. Phase diagram for the ground-state energy of Hamiltonian equation (101), with the

critical J as a function of a for N ¼ 300. The solid line separates the bound-state energies from the

resonance energies. The simon line is shown by the dashed line.
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Figure 22. Phase diagram for several energy states of Hamiltonian equation (101), with the

critical J as a function of a for N ¼ 300.



ground state is E0 ¼ 1=2 � J, and therefore the ‘‘critical’’ value of the

parameter is Jcða ¼ 0Þ ¼ 1=2. Of course, for a ¼ 0 there is no ‘‘true’’ critical

parameters, because the system has an infinite number of bound states for all

values of J. But J ¼ 1=2 corresponds to the value of J where the ground-state

energy is equal to zero, in agreement with the definition, Eq. (105). For all

values of a > 0, there are no bound states with positive energy and the phase

curve goes continuously to the point ða ¼ 0; J ¼ 1=2Þ when a ! 0. Simple

variational bounds show that the slope of the critical line JcðaÞ at a ¼ 0 is

smaller than �1/8 (numerical results give a slope value near �0.14).

In Figs. 23 and 24 the critical exponent a is shown as a function of a for the

ground state and first even excited state, respectively. A crossover phenomenon

appears for this exponent. For large values of a, we obtain an ’ 2:

Enða; JÞ �
J!J

ðnÞþ
c

ðJ � JðnÞc Þ2; a fixed; n ¼ 0; 2 ð107Þ

0.0 0.5 1.0 1.5
a
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1.6

1.8
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αJ
(0)

N = 100
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N = 300

Figure 23. The critical exponent for the ground-state energy of Hamiltonian equation (101) as

a function of a for different values of N ¼ 50; 100; . . . ; 300.
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But for small values of a we have an ’ 1

Enða; JÞ �
J!J

ðnÞþ
c

ðJ � JðnÞc Þ; a fixed; n ¼ 0; 2 ð108Þ

As a matter of fact, the sharp transition from a0 ¼ 2 to a0 ¼ 1 at a � 0:2–0.5

in Fig. 23 and at a � 0:1–0.3 in Fig. 24 is a result of the truncation of the

Hamiltonian matrix. As the size of the basis set that is used to represent the

Hamiltonian is increased, this transition occurs at a ! 0. Namely, the crossover

phenomena disappear as the size of the basis set is increased. The exact result

for this short-range potential is an ¼ 2 for a > 0, and bound states become

virtual states as J is reduced.

For large values of a the exponent is a ¼ 2, but for small values of a the

exponent is one. The crossover region an: 2 ! 1 is related to the characteristic

length of the finite basis set. The larger the number N of functions, the larger the

0.0 0.5 1.0 1.5
a

1.0

1.5

2.0

αJ
(2)

0.8 1.0 1.2
1.998

2.000

N = 300

N = 50

N = 100

Figure 24. The critical exponent for the first even excited state of Hamiltonian equation (101)

as a function of a for different values of N ¼ 50; 100; . . . ; 300. Note the appearance of a special

point at about a ¼ 1.
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region with aðNÞn � 2. This fact is characteristic of this kind of scaling

phenomena. For small values of a the behavior of the system is linear except in

a small neighborhood of the critical point, not accessible to a ‘‘small’’ N

expansion. This phenomenon has practical consequences: Even the exact

transition is continuous with a ¼ 2, and for small values of a this asymptotic

behavior could not be seen in an experiment if the critical region is smaller than

the working appreciation. Therefore an effective exponent a ¼ 1 and a sharp

resonance with Jres ¼ Jc will be observed.

Note that it is not a true change in the phase transition (second order to first

order). If such a change occurs, a new scaling relation appears and the curves

with different N should cross at approximately the same point. This point is a

particular case of critical point, called multicritical point in theory of phase

transition [25]. Multicritical points in few-body systems is the subject of the

next subsection.

C. Multicritical Points

We studied in the previous section several types of phase transition, namely,

bound–virtual, bound–resonance, and so on. A characteristic of a phase

transition is that two different solutions merge (a 6¼ 1), or coexist at the critical

point (a ¼ 1). Many-body and multiparameter Hamiltonians could present more

complicated transitions, and we will call them multicritical points.

One kind of a multicritical point is a point over a critical line where more

than two different states coalesce. The common multicritical points in statistical

mechanics theory of phase transition are tricritical points (the point that

separates a first order and a continuous line) or bicritical points (two continuous

lines merge in a first order line) (see, for example, Ref. 166). These multicritical

points were observed in quantum few-body systems only in the large dimension

limit approximation for small molecules [10,32]. For three-dimensional

systems, this kind of multicritical points was not reported yet.

On the other hand, the two-parameter Hamiltonian, Eq. (101), presents a

multicritical point that has, to the best of our knowledge, no classical statistical

mechanic analogy [156]. A crossing point appears for a2 as shown in the

window of Fig. 24. This special point is a multicritical point, but with no change

in the value of the critical exponent a2 ¼ 2. Even when we are using real

square-integrable functions, it is necessary to study virtual and resonances states

to explain this crossing point. Because complex rotating methods cannot give

the virtual states, we use a numerical integration procedure to solve the

Scrhödinger equation.

In order to obtain virtual and resonances states, we have to find

eigenfunctions of Hamiltonian (101) which grows up exponentially when

jxj ! 1. Using the fact that the potential goes to zero very fast, we can obtain
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accurate results for Siegert states [167]. VðxÞ is assumed to be zero for jxj > x0:

VðxÞ ¼
x2

2
� J

� �
e�ax2

; jxj < x0

0; jxj > x0

8><>: ð109Þ

Following Meyer and Walter [168] instead of the Hamiltonian defined in

Eq. (101), we solved the non-Hermitian eigenvalue problem

� 1

2

d2

dx2
þ VðxÞ

� �
�sðxÞ ¼ p2�sðxÞ ð110Þ

With the energy-dependent boundary conditions at x ¼ 0; x0, we obtain

d�s

dx

����
x¼ 0

¼ 0;
d�s

dx

����
x¼ x0

¼ ik�sðx0Þ ð111Þ

where k ¼
ffiffiffiffiffiffi
2E

p
and the energy is determinate by the condition

p ¼ k ð112Þ

Eigenfunction expansions as used in Ref. 168 are not accurate near the

critical point. Instead, we developed a shooting point method in order to make a

direct numerical integration of Eq. (110) with the condition Eq. (112). Real

energies (bound and virtual) were found by bisection methods, and for complex

energies it was necessary to combine the Newton–Raphson and grid methods.

As we show in Fig. 25, the multicritical point is related to the crossing of the

bound state n ¼ 2 line with the resonance n ¼ 4 at the critical ReðEÞ ¼ 0

energy. In this figure we show also the results for n ¼ 3. The dashed lines in

Fig. 25 describe virtual states. The cusp behavior is a reflection of a transition

through a branch point with exponent of one-half from a virtual state associated

with a real eigenvalue to a virtual state that is associated with a complex

eigenvalue.

It is important to emphasize that the n ¼ 4 virtual–virtual resonance and

resonance curves in Fig. 25 cannot be obtained by using basis-set expansion.

Note that the resonance is broad; therefore it cannot be calculated even by using

stabilization methods [169]. However, the FSS method gives the localization of

the virtual resonance–resonance transition.
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VII. SPATIAL FINITE-SIZE SCALING

In previous sections, finite size corresponds to the number of elements of a

complete basis set used in a truncated Rayleigh–Ritz expansion of an exact

bounded eigenfunction of a given Hamiltonian. In this section we present a

different FSS approach. In this case, we will confine the system inside a box of

size R. The box could be penetrable (VðrÞ ¼ 0 for r > R) or impenetrable

(VðrÞ ¼ 1 for r > R). Different approaches to solve the Schrödinger equation,

for which the system is confined, have been developed from the 1930s to

nowadays (Refs. 167 and 170 and references therein). These methods were used

as approximations to the corresponding ‘‘free system’’ [170] or to calculate

bound states of ‘‘true confined systems’’ [171]. But confining the potential could

change drastically the behavior for large value of r; and then, as we see in

Section II, the critical properties of the bound states. Therefore these
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J

−1.5
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−0.5

0

E

n = 2 n = 3
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Figure 25. Energies for the states n ¼ 2, n ¼ 3, and n ¼ 4 (continuous line), and virtual state

energies (dashed lines) and the real part of the complex energy for n ¼ 3 and n ¼ 4 (dot–dashed

line) of Hamiltonian equation (101), calculated using Eqs. (110) and (111) with a ¼ ac ¼ 1:027,

x0 ¼ 6. The multicritical point (') is located at ða; JÞ � ð1:027; 4:932Þ.
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approximate solutions, capable of giving accurate results for ‘‘deep’’ bound

states, could give an erroneous near-threshold behavior even for very large values

of R.

We will study the scaling properties by introducing a cutoff radius R in the

potential. This cutoff changes the critical exponent of the energy, but, for large

values of the cutoff radius, the asymptotic behavior of FSS functions is

dominated by the exact critical exponent [26]. The method gives accurate values

for critical parameters and critical exponents.

We will develop the theory for one-body central potentials described by

Eq. (20), confined to a penetrable box. The main difference between a

penetrable and an impenetrable box is the boundary condition at r ¼ R. The

former has the advantage that it is useful for calculation of bound states, but also

for resonance and virtual states.

We will use the fact that the potential goes to zero for r ! 1 to introduce

the scaling length R defined for a compact support potential VRðl; rÞ as

VRðl; rÞ ¼ lVðrÞ þ ðd� 1Þðd� 3Þ
8r2

if r � R

0 if r > R

8<: ð113Þ

Replacing the potential plus the centrifugal term in Eq. (20) by potential

(113) gives

HRðl; rÞ�Rðl; rÞ ¼ � 1

2

d2

dr2
þ VRðl; rÞ

� �
�Rðl; rÞ ¼ ERðlÞ�Rðl; rÞ ð114Þ

with the boundary conditions �Rðl; r ¼ 0Þ ¼ 0, and d lnð�Rðl; rÞÞ=dr is

continuous at r ¼ R.

Hamiltonian (114) could be solved with a prefixed precision using the Siegert

method [167]. Consequently, the scaling ansatz also gives a powerful numerical

tool useful for calculating critical parameters related to the bound states,

resonances, and virtual states [167,172].

As we pointed out in Section II, for d ¼ 3, a Hamiltonian with a compact

support potential has a critical exponent a ¼ 2 and the energy is analytical at the

critical point defined by the condition ERðlRÞ ¼ 0. Therefore near the critical

point l ¼ lR of Hamiltonian (114) the asymptotic form of the lowest eigenvalue

is

ERðlÞ � aR ðl� lRÞ2
for l ! lR; aR 6¼ 0 8 R < 1 ð115Þ

where ERðlÞ corresponds to a bound (virtual) state if l > ð<ÞlR.
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We will assume that the ground-state energy of the Hamiltonian (20) has

a critical exponent a 6¼ 2 (for example, a short-range potential VðrÞ and

2 < d 6¼ 3). The main hypothesis of the spatial finite-size scaling (SFSS) ansatz,

which makes the different values of a compatible, is that the coefficient aR,

analytical for finite values of R, has to develop a singularity at the exact critical

value lc when R ! 1 as

aR � � a

jlc � lRjZ
for R ! 1 ð116Þ

where a is a positive constant. Then, the asymptotic behavior of the energy near

lR for large values of R is

ERðlÞ � �a
ðl� lRÞ2

jlc � lRjZ
ð117Þ

Therefore, we can evaluate the asymptotic expression of the energy (117) at

l ¼ lc:

ERðlcÞ � �a jlc � lRj2�Z ð118Þ

This relation gives us the correction to the finite-size critical exponent

obtaining the exact a exponent for Hamiltonian (20) as

a ¼ 2 � Z ð119Þ

In a very different context, in statistical mechanics theory of critical

phenomena, corrections to classical exponents are calculated using a systematic

series of mean field approximations. In this case, the deviation Z from the

mean-field value of a critical exponent is called coherent anomaly [173].

Remember that ERðlÞ in Eqs. (115)–(118) corresponds to a bound state if

lR < lc and corresponds to a virtual state if lR > lc. Note that there is no other

formal difference between bound and virtual states other than the sign in the

logarithmic derivate of the wave function at r ¼ R. Therefore there are no

technical problems related with this fact. A relation between lR and lc can be

established for compact support potentials. In this case, using variational

arguments, we obtain

lRðdÞ
> lc if d < 3

¼ lc if d ¼ 3

< lc if d > 3

8><>: ð120Þ
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Generally, Z, lc, lR, and a in Eqs. (118) and (119) are unknown parameters.

In order to calculate them, we will study asymptotic expressions of diverse

magnitudes for large values of the cutoff radius R.

We assume that the critical parameter for Hamiltonian (114) goes to the exact

critical parameter for Hamiltonian (20) for large values of R in the form

lR � lc �
�

Rm for R ! 1 ð121Þ

where � is a positive constant and m is an unknown scaling exponent. The energy

at l ¼ lc Eq. (118) takes the form

ERðlcÞ � � constant

Rð2�ZÞm for R ! 1 ð122Þ

We can calculate the energy for two different values of R, and the logarithm

of the quotient gives

ln
ER1

ðlcÞ
ER2

ðlcÞ

� �
� ð2 � ZÞm ln

R2

R1

� �
for R1;R2 ! 1 ð123Þ

In order to obtain a second relation between the exponents a and m using the

Hellmann–Feynman theorem, Eqs. (23) and (117), we have

qERðlÞ
ql

¼ qHR

ql

� �
� �2a

ðl� lRÞ
jlc � lRjZ

ð124Þ

In a similar way, we calculate this quantity for different values of R, and the

quotient gives

ln
q
ql ER1

ðlÞ
q
ql ER2

ðlÞ

 !�����
l¼ lc

� ð1 � ZÞm ln
R2

R1

� �
for R1;R2 ! 1 ð125Þ

Now, we can eliminate the exponent m by defining a function �ðR1;R2; lÞ as

�ðR1;R2; lÞ ¼ ln
ER1

ðlÞ q
ql ER2

ðlÞ
� �2

ER2
ðlÞ q

ql ER1
ðlÞ

� �2

 !
ln

ER1
ðlÞ q

ql ER2
ðlÞ

ER2
ðlÞ q

ql ER1
ðlÞ

 !,
ð126Þ

In particular, for l ¼ lc we have

�ðR1;R2; lcÞ ¼ Z for R1;R2 ! 1 ð127Þ
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independent of the values of R1 and R2. Therefore, two curves calculated with

different values of R will cross at the same point l ¼ lc. The value of the

function � at this point is the critical exponent Z. Actually, this is an asymptotic

result, and we will have to calculate a set of values flðiÞc ;ZðiÞgi¼ 1;N for different

values of R. Final estimation of ðlc;ZÞ has to be obtained by performing an

extrapolation of the data for 1=R ! 0 as we did in previous sections.

The numerical approach is as follows: Take fRig i ¼ 1; . . . ;N an arbitrary

set of (large) values of R, and let � % Ri be a fixed parameter. We can obtain a

set of values flðiÞc ;ZðiÞgi¼1;N by using Eq. (127) as

�ðRi ��;Ri; l
ðiÞ
c Þ ¼ �ðRi;Ri þ�; lðiÞc Þ ¼ ZðiÞ ð128Þ

In previous sections the FSS parameter was a discrete variable, the number of

functions in a basis-set expansion. In this case the most accurate results were

obtained by searching for crossing points of curves with minimum difference

between the FSS parameters (in general, 1; or 2 for problems with parity

effects). In the present case, the parameter R is a real variable. Therefore, the

minimum difference between parameters is given by the limit � ! 0. This limit

introduces derivatives of the functions ERðlÞ and qERðlÞ=ql with respect to R.

In practice the derivatives have to be calculated numerically, and then it is

convenient to use a finite value of �, which is fixed by numerical stability

studies.

To illustrate the method, we apply SFSS to the usual spherical square well of

width r0 ¼ 1 and depth equal to �1, and then the potential Eq. (113) takes the

form

VRðl; rÞ ¼

� lþ ðd� 1Þðd� 3Þ
8r2

if r � 1

ðd� 1Þðd� 3Þ
8r2

if 1 < r � R

0 if r > R

8>>>><>>>>: ð129Þ

In this case, the exponent is a ¼ 2 for finite values of R and for all values of

d. The exact critical exponent a for R ¼ 1 obeys Eq. (24).

According to Eq. (120), we have to calculate bound-state energies for d > 3

and virtual-state energies for 2 < d < 3. The Siegert method [167] assumes the

exact boundary conditions at r ¼ 0 and r ¼ R and gives exact results for the

Hamiltonian equation (114). A Siegert state is a solution of the Schrödinger

equation (114) defined for 0 � r � R with the boundary conditions

�Rðl; r ¼ 0Þ ¼ 0 and �Rðl; r ¼ RÞ ¼ �k�0
Rðl; r ¼ RÞ, where k ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
�2ER

p

and the upper (lower) sign is for bound (virtual) states.
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The usual technique is to perform a numerical integration of Eq. (114) using

boundary conditions at r ¼ 0 and searching for the eigenvalue ERðlÞ by the

shooting method applied iteratively until the boundary condition at r ¼ R is

obtained. For the potential equation (129), we will write down the exact

transcendental equation for the energy for all values of R; d, and l, and no

numerical integration is needed.

The (unnormalized) lowest-energy wave function of Hamiltonian (114) with

the potential (129) is

�Rðl; rÞ ¼

ffiffi
r

p
Jd�2

2
ðkrÞ if r � 1ffiffi

r
p

A Id�2
2
ðkrÞ þ B Kd�2

2
ðkrÞ

� �
if 1 < r � R

8<: ð130Þ

where k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðlþ ERÞ

p
and JnðzÞ; InðzÞ, and KnðzÞ are Bessel functions of the

first kind and modified Bessel functions of the first and third kind,

respectively [55]. Continuity of the logarithmic derivative at r ¼ 1 plus the

Siegert boundary condition at r ¼ R give the transcendental equation for the

eigenvalues

Id�2
2
ðkRÞ þ 2kR �Id�2

2
ðkRÞ þ I0d�2

2

ðkRÞ
� �h i

kK 0
d�2

2

ðkÞ Jd�2
2
ðkÞ � k J0d�2

2

ðkÞKd�2
2
ðkÞ

h i
¼ Kd�2

2
ðkRÞ þ 2kR �Kd�2

2
ðkRÞ þ K 0

d�2
2
ðkRÞ

� �h i
# kI0d�2

2
ðkÞ Jd�2

2
ðkÞ � k J0d�2

2
ðkÞId�2

2
ðkÞ

h i
ð131Þ

where the prime (0) means derivatives with respect to the argument, the upper

signs give bound-state energies, and the lower signs give virtual state energies.

The critical parameter lR is obtained taking the limit ER ! 0 in Eq. (131). Using

standard relations between Bessel functions and their derivatives [55], we get

ðd� 1ÞRd�2Jd�4
2

ffiffiffiffiffiffiffiffi
2lR

p� �
� ðd� 3Þ Jd

2

ffiffiffiffiffiffiffiffi
2lR

p� �
¼ 0 ð132Þ

We look for numerical solutions of Eq. (128) with different values of �.

Results are numerically stable in an acceptable range, and the plots we show

here were done with � ¼ 1.

SFSS gives corrections to critical exponents and also very accurate

estimations of the critical parameter lc. In Fig. 26 we plot lc; lR¼ 10, and

lR¼ 10
c versus d for small values of d. Note the discrepancy between the exact

R ¼ 1 and R ¼ 10 lines; the curve obtained from SFSS with R ¼ 10 is

indistinguishable from the exact R ¼ 1 line at the graphic resolution.
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In Fig. 27 we compare the exact values of the exponent aðdÞ given in Eq. (24)

and aðR¼ 20Þ. As expected, we obtained good numerical results except near

d ¼ 4, where the exact exponent has logarithmic deviations and the curve is

nondifferentiable. This zone around d ¼ 4 is magnified in Fig. 28, comparing

the exact exponent with the approximations obtained with R ¼ 10; 20; 30; 40;
50. Note from Fig. 26 that the values obtained for lðRÞc are accurate even near

d ¼ 4.

For the important case of odd values of d, corresponding to three-

dimensional l waves l ¼ 0; 1; 2; . . . for d ¼ 3; 5; 7; . . . ; the Bessel functions

reduce to the usual trigonometric and hyperbolic functions times powers of

r [55]. In this case, everything but the solution of the transcendental equation for

the energy can be done analytically. The advantage is that we can go further to

very large values of R, and the convergence for R !1 could be studied

without any extrapolation process.

In particular, we study the case d ¼ 5 corresponding to the three-dimensional

(l ¼ 1) waves. The exact values of the critical parameters are lc ¼ p2=2 ’
4:9348022 and a ¼ 1.

2 3 4

δ

0

1

2

3

4

λ

λc ; λc
(R = 10)

λ R = 10

Figure 26. Exact values of lc for R ¼ 1 and SFSS calculations of lðR¼10Þ
c (indistinguishable

lines) and lR¼ 10 as a function of d for the minimum energy state of the square-well potential.
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Figure 27. Exact values of a for R ¼ 1 (dashed line) and SFSS calculations of lðR¼ 20Þ

(continuous line) as a function of d for the minimum energy state of the square-well potential. The

point where the exponent has a logarithmic deviation aðd ¼ 4Þ ¼ 1log is shown by a dot.
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δ

1

1.2
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Figure 28. Exact values of a for R ¼1 (dashed line) and SFSS calculations of lðRÞ for R ¼ 10;
20; 30; 40; 50 (continuous lines) as a function of d for the minimum energy state of the square-well

potential. The point where the exponent has a logarithmic deviation aðd ¼ 4Þ ¼ 1log is shown by a dot.



In Fig. 29, we show �ðR;R þ 1; lÞ against l for R ¼ 10; 20; . . . ; 100 for the

lowest-energy d ¼ 5 (l ¼ 1) bound state. As the asymptotic result, Eq. (127)

predicts the curves cross at (approximately) the same point.

In Fig. 30 the critical point lðRÞc for finite values of R is plotted against 1=R,

obtaining an excellent agreement with the exact value showed in the plot by a

dot. Finally, aðRÞ against 1=R is shown in Fig. 31. Note the minimum occur at

R ’ 25. Figures 30 and 31 also show that, as usual in FSS [10,24], the

convergence process is faster for the critical parameter calculation than for the

critical exponent calculation.

In summary, in this section we presented a SFSS approach to study the

critical behavior of bound and virtual states of the radial Schrödinger equation.

The scaling is done by introducing a cutoff radius in the potential. This cutoff

changes the critical exponent of the energy, but, for large values of the cutoff

radius, the asymptotic behavior of FSS functions is dominated by the exact

critical exponent. The method gives accurate values for critical parameters and

critical exponents, even when the eigenfunctions are not square-integrable.

4.9347 4.9348 4.9349

λ

0.9

1

1.1

Γ(
R

, R
+

1;
 λ

)

R = 10

R = 100

λc

Figure 29. �ðR;R þ 1;lÞ as a function of l for the minimum d ¼ 5 (l ¼ 1) bound state of the

square-well potential for values of R ¼ 10; 20; . . . ; 100.
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Figure 30. lðRÞc versus 1=R for the minimum d ¼ 5 (l ¼ 1) bound state of the square-well

potential. The exact value of lc ¼ p2=2 is also shown by a dot.
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Figure 31. aðRÞ versus 1=R for the minimum d ¼ 5 (l ¼ 1) bound state of the square-well

potential. The exact value of a ¼ 1 is also shown by a dot.



The main idea of SFSS is similar to the other FSS approaches presented in

this review, but the SFSS ansatz is not supported by variational principles and

does not use basis-set expansions. It is more difficult to apply it to many-body

systems, but it still might be a powerful tool to study bound–virtual–resonance

transitions [156] and other analytical properties of the complex energy plane.

VIII. FINITE-SIZE SCALING AND PATH INTEGRAL
APPROACH FOR QUANTUM CRITICALITY

In Section IV.A, we have shown that the quantum partition function in D

dimensions looks like a classical partition function of a system in (D þ 1)

dimensions, with the extra dimension being the time. With this mapping and

allowing the space and time variables to have discrete values, we turn the

quantum problem into an effective classical lattice problem.

Having a classical pseudosystem connected to the original quantum problem

allows us to go further in the phase transition analogies by realizing that the

divergences in thermodynamic quantities are consequences of a more

fundamental phenomena [174]. The divergence of the correlation length when

the system is critical is due to the fact that the classical lattice shows fractal

patterns; in other words, the classical lattice becomes self-similar in all length

scales. Thus it is not necessary to limit the phase transition analogies to the

search for points where the correlation length diverges. Any quantity that

changes its scaling behavior in a phase transition can be used.

A. Mapping Quantum Problems to Lattice Systems

In the path integral approach, the analytical continuation of the probability

amplitude to imaginary time t ¼ �it of closed trajectories, xðtÞ ¼ xðt0Þ, is

formally equivalent to the quantum partition function ZðbÞ, with the inverse

temperature b ¼ �iðt0 � tÞ=	h. In path integral discrete time approach, the

quantum partition function reads [175–177]

ZðbÞ ¼ lim
�t!0

m

2p�t	h

� �Nt=2
ð YNt

‘¼ 0

dx‘

# exp ��t
	h

XNt�1

‘¼ 0

m
ðx‘þ1 � x‘Þ2

2ð�tÞ2
þ l

XNt�1

‘¼ 0

Vðx‘þ1Þ þ Vðx‘Þ
2

 !" #
ð133Þ

where l is the strength of the one-dimensional potential VðxÞ, �t ¼ b=Nt is the

regular grid spacing between Nt points along the imaginary time axis indexed by

‘ ¼ 0; 1; . . . ;Nt. The closed path is made by a periodic boundary condition in the

time direction such that xNt ¼ x0.
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In order to obtain a connection with statistical mechanics lattice systems, we

discretize the position space. The position in time slice ‘ is given by

xi‘ ¼ x0 þ i‘�L; with i‘ ¼ 1; 2; . . . ;Nq ð134Þ

where �L is the regular grid spacing of the position axis which has a total of Nq

points and q0 is a constant used to adjust the origin of the coordinate system.

Moreover, the size of the space is limited by L ¼ Nq �L:
Now we to concentrate on the properties of the two-dimensional lattice, the

space–time lattice. The partition function, Eq. (133), shows that there is

coupling only in the time direction and only between nearest-neighbor time

slices. This allows us to use the statistical mechanics technique of writing

the partition function Z of the finite system as the trace of a matrix T to the

power Nt.

Zð�L;�tÞNq;Nt
¼ TrðTNtÞ ð135Þ

The matrix T is called the transfer matrix. Its elements are given by

Tði‘; i‘þ1Þ ¼ �L
m

2p	h�t

� �1=2

ð136Þ

# exp ��t
	h

m

2

�L

�t

� �2

ði‘þ1 � i‘Þ2 þ l
Vi‘þ1

þ Vi‘

2

" #( )
ð137Þ

where Vi‘ ¼ Vðq‘Þ is the potential energy of time slice ‘ evaluated at the space

point i‘.

The above transfer matrix can be seen as a transfer matrix of a classical

pseudosystem. One can draw the analogy between this classical pseudosystem

and a polymer that is constrained to lie in a two-dimensional lattice, each time

slice being a polymer bead as shown in Fig. 32. The Hamiltonian of the

pseudosystem reads

H ¼
XNt

‘¼ 1

H‘;‘þ1 ð138Þ

where

H‘;‘þ1 ¼
m

2

�L

�t

� �2

ði‘þ1 � i‘Þ2 þ l
Vi‘þ1

þ Vi‘

2
þ C ð139Þ
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with C ¼ �	h lnf½m=ð2p	h�tÞ�1=2�Lg=�t being a constant independent of

the state of the lattice. With the above polymer analogy, the first term represents

the harmonic coupling between neighboring beads connected by a spring and the

second term is the interaction of each bead with some ‘‘local external field.’’

The partition function of the classical pseudosystem becomes

Tði‘; i‘þ1Þ ¼ exp½�ð�t=	hÞH‘;‘þ1� ð140Þ

If the classical pseudosystem Hamiltonian were independent of �t, the classical

pseudosystem would behave as a statistical mechanics lattice system with

inverse temperature �t=	h.

In order to complete the mapping between the quantum problem and the

classical pseudosystem, one must address the problems of both the continuum

and the infinite limits. The ground-state properties of the original system are

obtained by taking both the continuum limit, (�t; �L ! 0), and the

thermodynamic limit, (b; L !1) [174].

Time

Sp
ac

e
∆L

∆τ

Figure 32. Mapping the quantum problem to a space–time lattice. The analogy to a polymer

that is constrained to lie in a two-dimensional lattice is shown. Thus each time slice represents a

polymer bead while the coupling between neighbor beads is connected by springs. For each time

slice there is only one possible bead.
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B. Quantum Criticality

In the path integral lattice definition, the time t is defined only in the sites of a

regular time lattice with lattice constant �T ¼ T=NT . The initial lattice point

is t0 ¼ t0, the last one is tNT
¼ t00, and any intermediate instant is given by

tj ¼ t0 þ j�T , j ¼ 0; 1; . . . ;NT . The position in each instant is given by

xj ¼ xðtjÞ. In the absence of the potential, the path integral summation is a

summation over Brownian paths. Given the position xj�1 and the time interval

�T , the increment yj ¼ xj � xj�1 is a random variable with probability

proportional to e�my2=ð2	h�TÞ. The Brownian paths have a fractal nature and are

self-similar as long as one scales the space and time direction with [178]

x ! bx; t ! b2t ð141Þ

where the scale factor b is any real positive number.

The classical system, whose states are given by the Brownian paths (the

system can be also interpreted as a Gaussian polymer [179]) can be rescaled by

the relations given in Eq. (141) to preserve the same structure. This fact makes

the time lattice critical in the sense of renormalization group theory [25,180].

When the strength of the attractive potential is l ! 1, the particle must be

bound and the contribution to the path integral summation of the Brownian

paths are weighted by the factor expð� 1
	h

Ð t00

t0 VðxðtÞ; lÞ dtÞ. Thus, the paths in the

neighborhood of the origin contribute much more than paths filling uniformly

the whole space. The system is not scaling-invariant anymore because we can

devise two regions in the space, one where the particle is likely to be localized

and the other where it is not. If the system is scale-invariant, the system is in a

critical phase. If the scaling invariance is broken by the potential, we have a

noncritical phase. The transition between these two phases at a finite value of

lambda (l ¼ lc) will be properly called a phase transition.

The numerical study of the phase transition is made by fixing the grid

spacing �L and �T and the discretization number NL, which sets the rank of the

transfer matrix to be diagonalized. The numerical calculation in a discrete and

finite system gives an estimate of the actual values of all observable. The

ground-state energy E
ð0Þ
L is given by

e�NT�TE
ð0Þ
L
=	h ¼ Z ¼ Tr½TNT � ð142Þ

where the transfer matrix T is defined as

Tðxj; xj�1Þ ¼
m�L2

2p	h�T

� �1=2

exp � 1

	h

m

2�T
ðxj � xj�1Þ2 þ�TVðxj; lÞ

� �� �
ð143Þ
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For a large NT , the trace is dominated by the leading eigenvalue of the

transfer matrix Z * ðað0ÞL ÞNT and the ground-state energy is given by

E
ð0Þ
L ¼ � 	h

�T
lnðað0ÞL Þ ð144Þ

where a
ð0Þ
L is the leading eigenvalue of the transfer matrix. Having the leading

eigenvector of the transfer matrix, one can evaluate any other ground-state

expectation value. Because all geometric properties of the fractal Brownian paths

are preserved in the critical region, the root mean square displacement

RL ¼ hx2i1=2
must scale with the macroscopic dimension L. If the particle is

bound, RL must achieve a finite value independent of L. Hence RL has a different

scaling behavior if the particle is free or bound. This in principle can be used to

determine the phase transition point.

The correlation length x along the imaginary time direction is the other

quantity we can use to determine the critical region. The correlation length is

defined as the asymptotic behavior of the correlation function

Cð j�TÞ ¼ hx0xji � hx0i2 * exp � j�T

x

� �
; j ! 1 ð145Þ

The correlation length can be written in terms of the two leading eigenvalues

a
ð0Þ
L and a

ð1Þ
L of the transfer matrix

xL ¼ ��T
1

lnðað1ÞL =a
ð0Þ
L Þ

ð146Þ

When the system is critical, the quantum states must be correlated in all

length scales along the time direction and thus the correlation length must scale

with x � T . Hence in the true free particle case with T ! 1 and L ! 1 the

correlation length diverges. Since L is finite, one cannot have a true divergence,

but the scaling relations presented in Eq. (141) should still apply if L is finite

and sufficiently large. Thus, the correlation length must scale as x � L2 in

the critical region.

For a given value of the critical parameter l, we perform calculations with

different system sizes. If xLðlÞ scales with L2 and RLðlÞ scales with L, we call

the system critical because the particle behaves like a free particle. When

the strength of the potential breaks down this scaling behavior, the system is

not critical and the particle is bound. The value of l ¼ lc is the transition

point.
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As an example to illustrate this method, we study the case of a single particle

in the presence of the Pöschl–Teller potential [181]

Vðx; lÞ ¼ �lðl� 1Þ= cosh2ðxÞ; l � 1 ð147Þ

This problem has an exact solution [50]

En ¼ �ðl� 1 � nÞ2; n � l� 1; n ¼ 0; 1; 2; . . . ð148Þ

In the one-dimensional case, there is always a bound solution unless l ¼ 1

when the potential vanishes, and the particle is free. In three dimensions the

behavior is much more interesting. Regardless of the presence of an attractive

potential in the interval 1 < l < 2, there is no bound solution until l � 2.

Hence there is a finite value of the potential strength parameter, lc ¼ 2, that

defines the stability limit of the bound solution. In the present approach, this

point can be obtained by investigating the scaling properties of the correlation

length xL and the mean radial distance RL.

The one-dimensional case is a straightforward application of Eq. (143). The

lattice in the position space is defined by picking evenly spaced points in the

interval x 2 ½�L=2; L=2�. The results are obtained by exact diagonalization of

the transfer matrix for every system size defined by L ¼ NL�L . To investigate

the trivial transition at D ¼ 1, it is enough to consider only one grid spacing

�L ¼ 0:03. For the remainder of this section we return the atomic units particle

mass equal to one. Thus the values of xL and RL are calculated with 10 different

system sizes, L ¼ 100; 200; . . . ; 1000, where L is measure in units of �L. The

results are shown in Fig. 33. In Fig. 33a we plot xL=L2, and in Fig. 33b we plot

RL=L as a function of l. The curves correspond to different system sizes

L ¼ 100; 200; . . . ; 1000. For a given value of l, it is clear that the only point

where RL � L and xL � L2 is l ¼ 1. Thus the one-dimensional system is critical

only when the potential vanishes, and the particle is free. So l ¼ 1 is regarded

as a trivial critical point. In Figs. 33c and 33d, we show xL and RL as a function

of L2 and L for fixed value of l. The curve with circles corresponds to l ¼ 1,

and the other five correspond to small deviations from the free particle case with

l ¼ 1:02; 1:04; 1:06; 1:08, and 1.10. The only case that can be adjusted to a

straight line is l ¼ 1. In the presence of a weak potential, the scaling of xL and

RL deviates from the critical scaling represented by the straight lines.

In summary, this approach is based on the breakdown of the free-particle

scaling properties as the strength of the attractive external potential is made

strong enough. This general idea can certainly be applied to systems with

more than one particle as long as the unbound solution can be well represented

by noninteracting free particles. This approach is general and might be used

with other simulation techniques, such as Monte Carlo methods [182], to obtain

critical parameters for few-electron atoms and simple molecular systems.
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IX. FINITE-SIZE SCALING FOR QUANTUM DOTS

Quantum dots are a cluster (hundreds or few thousands) of atoms or molecules

(Cds, CdSe, . . . GaAs, InAs, . . .) and are small enough that their electronic states

are discrete. They present the opportunity to synthesize atomlike building

blocks so that we can measure electronic properties, and they have generated

much current experimental and theoretical interest [183–193]. Quantum dots of

nearly identical sizes self-assemble into a planar array. (The dots become

passivated against collapse by coating them with organic ligands.) For Ag

nanodots (for example) the packing is hexagonal. The lower-lying electronic

states of an isolated dot are discrete, being determined by the confining potential

(and therefore the size) of the dot. Because of their larger size, it takes only a

relatively low energy to add another electron to a dot, as revealed by scanning

tunneling microscopy [195,196]. This energy is much lower than the
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Figure 33. Pöschl–Teller potential: Panels (a) and (b) show the scaled correlation length x=L2

and the scaled radial mean distance R=L as a function of the potential strength l for different system

sizes with L ¼ 3; 6; 9; . . . ; 30. The grid spacing is kept fixed �L ¼ 0:03, so the smallest system has

NL ¼ 100 and the largest has NL ¼ 1000 points. Panels (c) and (d) illustrate the scaling of ax and R

with the system size L for different values of l ¼ 1ð+Þ; 1:02; 1:04; 1:06; 1:08; 1:10. All numerical

values are in atomic units.

finite-size scaling for atomic and molecular systems 81



corresponding energy for ordinary atoms and most molecules. It follows that

when dots are close enough to be exchange coupled, which is the case in an array,

the charging energy can be quite low. Here we review a computational method

that allows the contributions of such ionic configurations even for extended

arrays. The technical problem is that the Coulombic repulsion between two

electrons (of opposite spins) that occupy the same dot cannot be described in a

one-electron approximation. It requires allowing for correlation of electrons.

Most methods that explicitly include correlation effects scale as some high power

of the number of atoms (here, dots) and are computationally intractable. For

example, a hexagonal array of only 19 dots, 3 dots per side, has already

2,891,056,160 low electronic configurations. Earlier exact computations includ-

ing charging energy were limited to a hexagonal array of only 7 dots, 2 dots per

side [197]. Yet current measurements of both static [198] and transport [199]

properties use arrays of at least 100 dots per side. The simplest Hamiltonian that

includes both the Coulombic (or charging energy) effects and the exchange

coupling is the Hubbard model [200]. This model can be solved exactly for a

one-dimensional chain, but for a two-dimensional array it is, so far, analytically

intractable. In the absence of a closed solution, various methods have been

developed [201]. Renormalization group (RG) methods are receiving increasing

attention because of their nonperturbative nature, which allows application to the

intermediate-to-strong coupling regime. In the following, we will show the

applications of a real-space block renormalization group (BRG) method [202–

204] on a two-dimensional triangular lattice with hexagonal blocks as shown in

Fig. 34. Specifically, the size-dependence of the Mott metal–insulator transition

(MIT) is studied.
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Figure 34. Schematic diagram of the triangular

lattice with hexagonal blocks. Only two neighboring

blocks p and p0 are drawn here. The dotted lines

represent the interblock interactions, and the solid lines

represent the intrablock ones.
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The used model is the Hubbard model [203], and the Hamiltonian is written

as

H ¼ �t
X
hi; ji;s

½cþiscjs þ H:c:� þ U
X

i

ni"ni#

� m
X

i

ðni" þ ni#Þ ð149Þ

where t is the nearest-neighbor hopping term, U is the local repulsive interaction,

and m is the chemical potential. cþisðcisÞ creates (annihilates) an electron with

spin s in a Wannier orbital located at site i; the corresponding number operator

is nis ¼ cþiscis and h i denotes the nearest-neighbor pairs. H.c. denotes the

Hermitian conjugate.

Only the half-filled system is considered since the corresponding electron

interactions are most prominent in this case, which leads to m ¼ U=2: Hence,

Eq. (149) can be rewritten as

H ¼ �t
X
hi; ji;s

½cþiscjs þ H:c:�

þ U
X

i

1

2
� ni"

� �
1

2
� ni#

� �
þ K

X
i

Ii ð150Þ

where K ¼ �U=4 and Ii is the unit operator. As to the lattice structure, we use the

nonpartite triangular lattice, because MIT emerges at finite U ¼ Uc. It is well

known that MIT on a square lattice can only take place at U ¼ 0 due to the

perfect nesting of the Fermi surface. If we don’t study the exotic case with

U < 0, which is possible in a strongly polarizable medium, the square lattice is

not an optimal option for our purpose. The physical quantity we are concerned

will be the charge gap, 4g; which is defined as

4g ¼ EðNe � 1Þ þ EðNe þ 1Þ � 2EðNeÞ ð151Þ

where EðNeÞ denotes the lowest energy for an Ne–electron system. In our case,

Ne is equal to the site number Ns of the lattice. This quantity is the discretized

second derivative of the ground-state energy with respect to the number of

particles—that is, the inverse compressibility.

The essence of the BRG method is to map the above many-particle

Hamiltonian on a lattice to a new one with fewer degrees of freedom and with

the same low-lying energy levels [205]. Then the mapping is repeated, leading
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to a final Hamiltonian for which an exact solution can be obtained. The

procedure can be divided into three steps: First divide the N–site lattice into

appropriate ns–site blocks labeled by pð p ¼ 1; 2; . . . ;N=nsÞ and separate the

Hamiltonian H into intrablock part HB and interblock HIB:

H ¼ HB þHIB ¼
X

p

Hp þ
X
h p;p0i

Vp;p0 ð152Þ

where

Hp ¼ �t
X

hiðpÞ; jðpÞi
½cþ

ið pÞscjð pÞs þ H:c:� þ U
X
ið pÞ

niðpÞ"niðpÞ# � m
X
ið pÞ

ðnið pÞ" þ nið pÞ#Þ

ð153Þ

and

Vp;p0 ¼ �t
X

hið p;bÞ; jðp0 ;bÞi
½cþ

ið p;bÞscjðp0 ;bÞs þ H:c:� ð154Þ

in which ið pÞ denotes the ith site on the pth block and ið p;bÞ denotes the border site

of the block p.

The second step is to solve Hp exactly to get the eigenvalues Epi
and

eigenfunctions �pi
ði ¼ 1; 2; . . . ; 4nsÞ: Then we can build the eigenfunctions of

HB by direct multiplication of �pi
, which can be written as j�Bði1; i2; . . . ;

iN=ns
Þi ¼ j�1i1ij�2i2i . . . j�N=ns

iN=ns
iði1; i2; . . . 2 1; 2; . . . ; 4nsf gÞ.

The last step is to treat each block as one site on a new lattice and treat the

correlations between blocks as hopping interactions. The original Hilbert space

has four states per site. By following the above procedure, one obtains an

equivalent Hamiltonian with ð4nsÞN=ns ¼ 4N ; degrees of freedom, which is the

same as the original Hamiltonian. But in the realistic case, if we only care about

the properties related to some special energy levels of the system, it is not

necessary to keep all the states for a block to obtain the new Hamiltonian. For

example, when studying the metal–insulator–transition [206], we may only need

to consider the ground-state and the first excited-state energies.

The above scheme is a general procedure for applying the BRG method. In

order to make the new Hamiltonian more tractable, it is desirable to make it

have the same structure as the original one; that is, the reduction in size should

not be accompanied by a proliferation of new couplings. Then we can use the

iteration procedures to solve the model. To achieve this goal, it is necessary to

keep only four states in step 2, which can be understood from the following
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renormalized intrasite Hamiltonian. The four selected states are taken to be

j�p1i � j0i0p ð155Þ
j�p2i � c0þp"#j0i

0
p ¼ j "#i0p ð156Þ

j�p3i � c0þp"j0i
0
p ¼ j "i0p ð157Þ

j�p4i � c0þp#j0i
0
p ¼ j #i0p ð158Þ

where c0þpsðc0psÞ is the creation (annihilation) operator of the block state jsi0p and

their corresponding energies are Ei ði ¼ 1; 2; 3; 4Þ.
Our next task is to rewrite the old Hamiltonian H ¼ HB þHIB in the space

spanned by the truncated basis

H0 ¼
X

�Truncated
B

	�
Truncated
B

j�Truncated
B ih�Truncated

B jHj	�Truncated

B ih	�Truncated

B j ð159Þ

where the truncated basis is given by

j�Truncated
B ði1;i2; . . . ; iN=ns

Þi ¼ j�1i1ij�2i2i . . . j�N=ns
iN=ns

i
# ði1; i2; . . . 2 f1; 2; 3; 4gÞ ð160Þ

In order to avoid proliferation of additional couplings in H0; the four states

kept from the block cannot be arbitrarily chosen. Some definite conditions must

be satisfied in order to make H0 have the same structure as H. Substituting H
into H0 and using the product of different operators (see Table III), we can get

the expression for Hp:

Hp ¼ j0i0pE1h0j0p þ j"#i0pE2h#"j0p þ j#i0pE4h#j0p þ j"i0pE3h"j0p
¼ E1 þ ðE3 � E1Þn0p;" þ ðE4 � E1Þn0p;# þ ðE1 þ E2 � E3 � E4Þn

0
p;"n

0
p;#

ð161Þ
TABLE III

The Internal Product of Different Operator Transformationsa

h0j0 h"j0 h#j0 h"#j0

j0i0 1 � n0" � n0# þ n0"n0# c0" � n0#c0" c0# � n0"c0# c0#c0"

j"i0 c0þ" � c0þ" n0# n0" � n0"n0# c0þ" c0# �n0"c0#

j#i0 c0þ# � c0þ# n0" c0þ# c0" n0# � n0#n0" n0#c0"

j"#i0 c0þ" c0þ# �n0"c0þ# c0þ" n0# n0"n0#

a In this table the product reads j0i0h0j0 ¼ 1 � n0" � n0# þ n0"n0#, etc.
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Note that by keeping only four states from the block states in the beginning gives

no other extra couplings in the new Hamiltonian.

Comparing the above intrasite Hamiltonian with Eq. (149), we get the next

conditions in order to copy the intrasite structure of the old Hamiltonian; that is,

E3 ¼ E4. Because of the additional vacuum energy E1 in the new Hamiltonian,

we rewrite the intrasite part of Eq. (149) as

HB ¼ U
X

i

ni"ni# � m
X

i

ðni" þ ni#Þ þ K
X

i

Ii ð162Þ

where we introduce another parameter K to the original system and Ii is a unit

operator. The new intrasite Hamiltonian is given by

H0
B ¼ ðE1 þ E2 � 2E3Þ

X
p

n0p"n
0
p# � ðE1 � E3Þ

X
p

ðn0p" þ n0p#Þ þ E1

X
p

Ip

ð163Þ

Then the renormalized parameters U; m, and K can be obtained from the

following relations:

U0 ¼ E1 þ E2 � 2E3 ð164Þ
m0 ¼ E1 � E3 ð165Þ
K 0 ¼ E1 ð166Þ

in which E1;E2, and E3 are functions of the old parameters t;U; m;K.

For the half-filled case, m is fixed to be U=2. Moreover, by using the particle–

hole symmetry, E1 ¼ E2, the renormalization group equations for U and K take

the form

U0 ¼ 2ðE1 � E3Þ ð167Þ
K 0 ¼ ðE1 þ E3Þ=2 ð168Þ

To illustrate this procedure, let us consider the triangular lattice with

hexagonal blocks as shown in Fig. 34. For this nonbipartite lattice the

interaction between blocks can be written as

Vpp0 ¼ ð�tÞ
X

s;i1;i01i2;i02

f½j�pi1ih�pi1 jcþ1ðpÞsj�pi0
1
ih�pi0

1
j�

# ½j�p0i2ih�p0i2 jc5ð p0 Þsj�p0i0
2
ih�p0i0

2
j�

þ ½j�pi1
ih�pi1

jcþ
2ð pÞsj�pi0

1
ih�pi0

1
j�

# ½j�p0i2ih�p0i2 jc4ðp0Þsj�p0i0
2
ih�p0i0

2
j�

þ ½j�pi1
ih�pi1

jcþ
2ð pÞsj�pi0

1
ih�pi0

1
j�

# ½j�p0i2ih�p0i2 jc5ð p0 Þsj�p0i0
2
ih�p0i0

2
j� þ H:c:g ð169Þ
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Since we would like to keep Vpp0 of the form

Vpp0 ¼ ð�t0Þ
X
s

½c0þpsc0p0s þ H:c:� ð170Þ

we use the product transformation in Table III to simplify Eq. (169):

Vpp0 ¼
X
s;hi; ji

fhsj0pcþ
iðpÞsj0i

0
p þ ½h�s;sj0pcþ

ið pÞsj � si0p � hsj0pcþ
iðpÞsj0i

0
p�n0p�sgc0þps

# fh0j0p0cjð p0 Þsjsi
0
p0 þ ½h�sj0p0cjð p0 Þsjs;�s #"i0p0 � hsj0p0cjð p0 Þsj0i

0
p0 �n0p0�sgc0p0s þ H:c:

ðhiji ¼ h1; 5i; h2; 4i; h2; 5iÞ ð171Þ

It can be easily seen now that in order to make all the extra couplings vanish, it is

necessary to make further restrictions upon the selected states,

h�s;sj0pcþ
ið pÞsjp � si0p ¼ hsj0pcþ

ið pÞsj0i
0
p ð172Þ

h�sj0p0cjðp0 Þsjs;�si0p0 ¼ h0j0p0cjðp0 Þsjsi
0
p0 ð173Þ

Using calculations similar to those of the other neighboring interactions of the

block, we can finally obtain the following conditions:

h�s;sj0pcþ
iðpÞsjp � si0p ¼ hsj0pcþ

ið pÞsj0i
0
p ¼ l ð174Þ

for all the border sites on the block. Then the new hopping term becomes

Vpp0 ¼ nl2
X
s

c0þpsc0p0s ð175Þ

where n represents the number of couplings between neighboring blocks. In

Fig. 34, n ¼ 3. The last renormalization group equation is readily obtained:

t0 ¼ nl2t ð176Þ

Up to now, we have given a general discussion of the conditions under which

no proliferation of couplings results from the application of the BRG method to

nonpartite lattice. Because on the border of a nonpartite lattice block there is

only one type of site, the above procedures can be extended to other lattices with

different dimensions or blocks without much difficulty.

After deriving the conditions for the renormalization group equations, the

next task is to select states that satisfy these conditions. At this stage the
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symmetry properties of the lattice play an important role. From Eqs. (170) and

(171), it can be easily seen that if we assume the particle number in the state j0i0
to be Ne � 1, then in j"i0; j#i0 and j"#i0 there should be Ne; Ne; Ne þ 1 particles,

respectively. Moreover, if the spin in j0i0 is Sz, the spins for j"i0; j#i0, and j"#i0
should be Sz þ 1=2; Sz � 1=2, and Sz. The total electron number Ne and the spin

Sz for each block are good quantum numbers since their corresponding

operators commute with the Hubbard Hamiltonian. So when we diagonalize the

Hubbard Hamiltonian of the selected block, we keep Ne and Sz fixed to be

(Ne�1, Sz), (Ne, Sz þ 1/2), (Ne, Sz�1/2), and (Ne þ 1, Sz), respectively. Thus

we obtain four groups of eigenenergies and eigenstates corresponding to the

above quantum numbers. From each group, we select the lowest-energy state to

form the final required four states. It should be mentioned that the lowest-energy

state has to be selected according to definite special symmetry considerations,

which shall be discussed in the next paragraph. In order to obtain the insulating

to conducting gap, which is defined to be the energy difference between

extracting one electron from the system and adding one electron to it, Ne is

selected to be equal to Ns. For Sz, we choose it to be zero so as to make the block

have the same spin property as the one-site. So now the renormalized lattice will

be composed of N=ns renormalized ‘‘sites’’ with N=ns ‘‘particles.’’

Instead of forcing the above conserved quantities upon the selected states in

analogy to the one site properties in a consistent way, here we get them directly

from the no-coupling-proliferation conditions. l does not depend on s in

Eq. (174); this can be guaranteed by the particle–hole symmetry, which means

that only in half-filled lattice can the renormalized Hamiltonian have exactly the

same form as the original one [207]. Moreover, the irrelevance of l with respect

to the border site iðp;bÞ can be shown by requiring the selected states to belong to

the same irreducible representation of the spatial group of the lattice. For the tri-

angular lattice with hexagonal blocks, the Hamiltonian is invariant under

C6v [208]. So if we choose the same one-dimensional irreducible representation

of the group C6v for j0i0, j"i0; j#i0, and j"#i0, the conditions can be satisfied.

Eqs. (167), (168), and Eq. (176) are the so-called RG flow equations.

Usually, they are iterated until we get the fixed point. The charge gap for an

infinite lattice can then be written as

�g ¼ lim
n!1

UðnÞ ð177Þ

Because of the implicit functional in RG flow equations, it is very difficult to

obtain any other useful information except the critical transition point Uc from

the above procedures. In the following, we will handle these procedures in

another way, namely, instead of letting RG flow to infinity for a fixed initial

parameters (U; k; t), we can stop the RG flow at some stage. Thus the energy

gap obtained from Eq. (151) will correspond to a system of fixed size. For
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example, if we stop the RG flow at the first iteration, then obtained t0 and U0 will

be for hexagonal block mapped from a system of 72 sites. Because we can solve

a hexagonal block Hamiltonian exactly, the energy gap for a system of 49 sites

can be obtained easily.

In this way, we can study the variations of �g against the system size of

72; 73; 74; 75; 76 . . . : We call this procedure a multistage real-space RG method,

which is well-adapted to start the finite-size scaling analysis.

In Fig. 35a, the size dependence of relationship between 4g and U in the unit

of t is presented. But from this figure, it is somewhat difficult to decide the

transition point for 4g to reach zero as U is decreased from big values. To

explicitly display the critical phenomenon, we construct Fig. 35b by scaling 4g

with respect to N at first. Here N ¼ Ne ¼ Ns. Now it is very easy to get the

critical value of ðU=tÞc at the crossing point of all the curves corresponding to

different system size, which is found to be 12.5. The same value is obtained by

letting RG equations flow to infinity, which should be expected. But this kind of

scaling gives us more. In Fig. 35c, all the data collapse to one curve once we

carry out a second step of scaling with U=t � ðU=tÞc by N: It is an obvious

evidence for the occurrence of a quantum phase transition with U to be the

(a)

106
0

5

10

15

8 12 14 16 18 20 22

U/t

N=7,72,73,74,75,76,77

∆ g
/t

Figure 35. Variations of the charge gap �g against the on-site electron interaction U for

different system sizes, that is, the number of sites: 7ðþÞ, 72ð#Þ, 73(~), 74ð!Þ, 75(^), 76(*),

77(&). More points are calculated around the transition point. In (a), no scaling is utilized. In (b), the

charge gap is scaled by 1=N0:405 to display clearly the phase transition. In (c), all the data are

collapsed onto one curve by scaling both axis with respect to N.
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tuning parameter. Hence we can write down the following equation:

4gN0:405 ¼ f qN0:5
& '

ð178Þ

where f ðxÞ is a universal functions independent of the size and q ¼ U=t � ðU=tÞc

measures the distance of the electron correlations from its critical value for MIT.

By using N ¼ L2 for 2D systems, the above equation can be rewritten as

4g ¼ L�0:91f qL½ � ð179Þ

from which we can get two scaling relationship for the charge gap. One is the

finite-size scaling at the transition point–that is, when q ¼ 0; 4g � 1=L0:91. As

shown in Ref. 209, in Anderson MIT, when the electron correlation energy

dominate the Fermi energy, the average inverse compressibility ð¼ �gÞ exhibits

a scaling as 1=L with respect to the system size. Here it shows a slower decay as L

increases. The other one is the bulk scaling around the transition point for infinite

systems, 4g � q0:91: According to the scaling analysis of the Gutzwiller solution

for the Mott MIT in the Hubbard model [210], 4g � q0:5: Since the Gutzwiller

solution is a mean field approximation and the upper critical dimension for it to

give a correct description of this critical phenomenon is dc ¼ 3, it is

understandable that our above 2D results cannot be merged into the mean-field

theory.

By introducing a critical exponent y4 for 4g; from the one-parameter scaling

theory, we can have

4g ¼ qy4 f
L

x

� �
ð180Þ

in which x ¼ q�	 is the correlation length with 	 to be the corresponding critical

exponent and L denotes the system size. By using N ¼ L2 for 2D systems, the

above equation can be rewritten as

4g ¼ N�ðy4=2	Þf qN1=2	
� �

ð181Þ

Comparing Eq. (180) and Eq. (181), we can easily get

y4 ¼ 0:91; 	 ¼ 1 ð182Þ

By relating y4 to the dynamic exponent z with y4 ¼ zn, we can have

z * 0:91. It should be meaningful to compare the obtained results here with

those from other kinds of MIT in 2D systems.
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For filling-control or density-driven MIT, there are two types of universality

classes. One is characterized by z ¼ 1=n ¼ 2, which is the case for all 1D

systems as well as for several transitions at higher dimensions, such as

transitions between insulator with diagonal order of components and metal with

diagonal order components and small Fermi volume. Another one is character-

ized by z ¼ 1=n ¼ 4. Numerical calculations have shown that the Hubbard

model on a square lattice is an example of this class. The large dynamic

exponent is associated with suppression of coherence, which is associated with

strong incoherent scattering of charge by a large degeneracy of component

excitations.

For Anderson MIT, most of the analytical, numerical, and experimental

research have produced 	 > 1, such as 	 ¼ 1:35 [211], 1.54 [212], and

1.62 [213]. Our work leads to z ¼ 0:91 and n ¼ 1, which might imply that Mott

MIT does belong to any universality class mentioned above. But because of the

approximations involved in real-space RG method and the sensitivity of the

critical exponents upon the used approaches, more work, especially analytical

work, is much needed to reveal the implications and the underlying mechanism

for z ¼ 0:91 and 	 ¼ 1. Since we lack in the results from other approaches for

comparisons, z and n are far from decided. Our work tends to show z * n * 1.

The research aiming to check this guess is still in progress.

In summary, by using a multistage real-space renormalization group method,

we show that the finite-size scaling can be applied in Mott MIT. And the

dynamic and correlation length critical exponents are found to be z ¼ 0:91 and

	 ¼ 1, respectively. At the transition point, the charge gap scales with size as

4g � 1=L0:91.

X. CONCLUDING REMARKS

In this review chapter, we show how the finite-size scaling ansatz can be

combined with the variational method to extract information about critical

behavior of quantum Hamiltonians. This approach is based on taking the number

of elements in a complete basis set as the size of the system. As in statistical

mechanics, the finite-size scaling can then be applied directly to the Schrödinger

equation. This approach is general and gives very accurate results for the critical

parameters, for which the bound-state energy becomes absorbed or degenerate

with a continuum. To illustrate the applications in quantum calculations, we

present detailed calculations for both short- and long-range potentials, atomic

and simple molecular systems, resonances, and quantum dots.

The field of quantum critical phenomena in atomic and molecular physics is

still in its infancy; and there are many open questions about the interpretations

of the results, including whether or not these quantum phase transitions really

do exist. The possibility of exploring these phenomena experimentally in the
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field of quantum dots offers an exciting challenge for future research. This

finite-size scaling approach is general and might provide a powerful way in

determining critical parameters for the stability of atomic and molecular

systems in external fields, for selectively breaking chemical bonds, and for

design and control electronic properties of materials using artificial atoms.
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