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ABSTRACT: Intrinsically disordered proteins (IDPs) often rely on
electrostatic interactions to bind their structured targets. To obtain
insight into the mechanism of formation of the electrostatic
encounter complex, we investigated the binding of the peptide
Sos (PPPVPPRRRR), which serves as a minimal model for an IDP,
to the c-Crk N-terminal SH3 domain. Initially, we measured 15N
relaxation rates at two magnetic field strengths and determined the
binding shifts for the complex of Sos with wild-type SH3. We have
also recorded a 3 μs molecular dynamics (MD) trajectory of this
complex using the Amber ff99SB*-ILDN force field. The
comparison of the experimental and simulated data shows that
MD simulation consistently overestimates the strength of salt bridge
interactions at the binding interface. The series of simulations using
other advanced force fields also failed to produce any satisfactory
results. To address this issue, we have devised an empirical correction to the Amber ff99SB*-ILDN force field whereby the
Lennard-Jones equilibrium distance for the nitrogen−oxygen pair across the Arg-to-Asp and Arg-to-Glu salt bridges has been
increased by 3%. Implementing this correction resulted in a good agreement between the simulations and the experiment.
Adjusting the strength of salt bridge interactions removed a certain amount of strain contained in the original MD model, thus
improving the binding of the hydrophobic N-terminal portion of the peptide. The arginine-rich C-terminal portion of the
peptide, freed from the effect of the overstabilized salt bridges, was found to interconvert more rapidly between its multiple
conformational states. The modified MD protocol has also been successfully used to simulate the entire binding process. In doing
so, the peptide was initially placed high above the protein surface. It then arrived at the correct bound pose within ∼2 Å of the
crystallographic coordinates. This simulation allowed us to analyze the details of the dynamic binding intermediate, i.e., the
electrostatic encounter complex. However, an experimental characterization of this transient, weakly populated state remains out
of reach. To overcome this problem, we designed the double mutant of c-Crk N-SH3 in which mutations Y186L and W169F
abrogate tight Sos binding and shift the equilibrium toward the intermediate state resembling the electrostatic encounter
complex. The results of the combined NMR and MD study of this engineered system will be reported in the next part of this
paper.

The interplay between order and disorder is an essential
feature of any proteome. Those proteins in which disorder

prevails are known as intrinsically disordered proteins (IDPs).
They can be identified with relative ease on the basis of primary
sequence; proteins with significant net charge and a low
proportion of hydrophobic residues tend to be disordered.1−3

Additional parameters, such as flexibility and bulkiness of amino
acids, can also be incorporated into prediction algorithms.4

Estimates obtained along these lines suggest that as many as
50% of eukaryotic proteins contain long stretches of disordered
residues,5 and more than 20% can be described as
predominantly disordered.4 These statistics demonstrate that

IDPs cannot be dismissed as a rare quirk of nature; on the
contrary, they represent one of the broad and fundamentally
important classes of proteins.
Of interest, the proportion of IDPs in eukarya appears to be

much higher than in archaea or prokarya (in the case of
archaea, only 2% of proteins are predicted to have long
disordered regions).6 Thus, IDPs can be viewed as an advanced
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type of molecular machinery that evolved in higher organisms.
As it happens, disordered proteins are typically involved in cell
signaling and regulation.7,8 In this context, the unfoldedness of
IDPs confers a number of functional advantages. IDPs can
literally wrap themselves around their binding targets, thus
making use of multiple binding sites.9−13 This mechanism
creates new possibilities in terms of binding affinity and
specificity. For example, an intrinsically flexible protein may be
able to bind several structurally different partners. Such
multitasking helps in the development of efficient, highly
integrated signaling networks, in which every protein serves in
more than one role. In addition, IDPs offer the benefit of
economy because they present large binding interfaces but do
not require large supporting scaffolds.14

What are the functional requirements for an IDP binding to
its structured target in the context of cell signaling? First,
sufficiently high specificity is to be expected of any such
interaction. This implies a fairly extensive pattern of contacts
between an IDP and its folded target. To form these contacts,
IDP needs to adopt an appropriate spatial conformation. Given
that intrinsically disordered proteins normally go through a
multitude of different conformations, this requirement should
effectively slow the binding process and lead to low on rates
(kon). At the same time, there is an evolutionary pressure to
maintain a high off rate (koff). This is necessary to ensure a
rapid response to changing external stimuli. The combination
of a low kon and a high koff is expected to produce a large
dissociation constant (Kd = koff/kon). In a cellular milieu, where
the concentrations of proteins are typically low, this should
render the entire mechanism unsustainable.
As it appears, nature has found a way to resolve this

conundrum. As already pointed out, IDPs usually carry a
significant net charge (which often includes a contribution from
post-translational modifications, such as phosphorylation).15−17

This fundamental characteristic of IDPs makes it possible to
rely on the so-called electrostatic steering mechanism to boost
the on rate.18 Briefly, long-range electrostatic forces pull an IDP
toward the relevant acidic (or basic) patch on the surface of a
target protein, thus establishing contact in the vicinity of the
binding site. The resulting state, in which IDP is loosely
anchored at the periphery of the binding site, has been
described as “electrostatic encounter complex”.19 This mech-
anism effectively increases the local concentration of the ligand
in the vicinity of the binding site and thus promotes binding.

The on rates in excess of 107 M−1 s−1 are invariably associated
with this mechanism.20,21

After the electrostatic encounter complex is formed, it
quickly evolves into the final complex, which is structured and
has a (reasonably) high affinity. During this transition, the IDP
adopts a suitable conformation to make multiple binding
contacts. This process has been described as “folding upon
binding”.22 (In general, binding of IDPs to their folded target
falls under the rubric of “induced fit”, although the elements of
“conformational selection” have also been noted.23,24) It has
also been observed that the individual segments of the IDP
“coalesce” around the multiple attachment points on the
surface of the target protein.25,26 The electrostatic interactions
continue to play a significant role at this late stage in the
binding process. It has been pointed out that electrostatic
complementarity is essential for binding specificity in the case
of IDP complexes.27 It has also been suggested that the folding
is greatly accelerated by a pattern of charged residues
surrounding the binding site.28,29

In this paper and the following paper, we focus on the details
of the electrostatic interactions involved in the formation of the
electrostatic encounter complex. We use the experimental
nuclear magnetic resonance (NMR) data as well as molecular
dynamics (MD) simulations to obtain a realistic model for
these interactions. Recent advances in computer hardware and
MD algorithms made it possible to simulate binding of a small
IDP to its folded target using regular (unbiased) MD
simulations in explicit solvent. This has been demonstrated
for binding of peptides to modular domains such as SH2 and
SH3 (where the peptides can be viewed as a minimal model for
an IDP).30,31 At the same time, Ubbink’s laboratory recently
presented an NMR study of low-affinity electrostatic complexes
formed by short peptides with the sequence XKKKK and
electron transfer protein plastocyanin.32 In our work, we pursue
a synergistic approach, seeking to combine experimental NMR
data with MD simulations. Of note, we have used a rigorous
MD protocol with a state-of-the-art force field, as opposed to
coarse-grained simulations, replica exchange simulations, or
Monte Carlo modeling, which were all successfully applied in
the context of peptide docking.29,32−34 The use of bona fide
MD allows us to draw a direct comparison with the NMR
measurables.
For the purpose of this study, we have selected a system

consisting of the N-terminal SH3 domain from adaptor protein

Figure 1. Schematic representation of the binding mechanism between the 10-residue peptide Sos and c-Crk N-SH3 domain. The images are from
MD trajectories and are for the purpose of illustration only. The proteins are colored as follows: blue for positively charged Arg residues in Sos, red
for negatively charged Glu and Asp residues that form an acidic patch at the periphery of the peptide binding site on the surface of the SH3 domain,
gold for hydrophobic residues in Sos, and green for hydrophobic residues lining up the peptide binding site on the surface of the SH3 domain. Note
that in reality free Sos and Sos·SH3 are mixtures of highly diverse conformational species.
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c-Crk and a 10-residue peptide from Ras activator protein Sos.
Cellular Crk is ubiquitously expressed in a wide range of cells
and tissues.35,36 In its role as an adaptor protein, c-Crk appears
at the center of a vast and complex signaling network; the
function of c-Crk is to bring together various proteins that bind
to its several modular domains (SH2 and one or two SH3
domains).37−39 In particular, the N-terminal SH3 domain of c-
Crk binds a number of guanine nucleotide exchange factors;
these interactions have been directly linked to the high motility
of cancerous cells.40−42 One of the nucleotide exchange factors
that binds to c-Crk N-SH3 is the Ras activator protein Sos.43−45

The proline-rich sequence that is responsible for this binding
belongs to the disordered carboxyl-terminal segment of Sos.46

The corresponding 10-residue peptide, PPPVPPRRRR, has
been crystallized in complex with murine c-Crk N-SH3.47 The
resulting crystallographic structure was used in the recent MD
simulation study featuring a shorter version of the Sos peptide,
PPPVPPRR.30

In the first part of our study (this paper, hereafter termed
paper 1), we focus on the interaction between the wild-type
murine c-Crk SH3 (wtSH3) and the 10-residue Sos peptide
(Sos). The presumed binding mechanism is illustrated in Figure
1, which shows the transition from the free state of the peptide
(Sos) to the putative electrostatic encounter complex (Sos·
wtSH3) and further to the fully formed complex (Sos:wtSH3).
The formation of the hypothetical encounter complex is
underpinned by the interaction between four arginines at the
C-terminus of the Sos peptide (blue) and the Glu/Asp-rich
patch on the surface of wtSH3 (red). The final complex is then
formed as the side chains of the two conserved Sos prolines
(gold) are tucked into the shallow hydrophobic grooves on the
surface of wtSH3 (green). As a matter of convention, the
formation of Sos·wtSH3 is classified as binding (rate constants
kon and koff) and the subsequent transition to Sos:wtSH3 is
viewed as folding (rate constants kf and ku).
For the Sos:wtSH3 complex, which has a relatively high

affinity, we have experimentally measured backbone and side-
chain 15N relaxation rates in the bound Sos as well as spectral
frequency shifts caused by the binding. We have also recorded a
long MD trajectory of Sos:wtSH3 in explicit solvent under the
Amber ff99SB*-ILDN force field,48−50 as well as another long
MD trajectory representing the free Sos peptide. The MD data
have been used to predict NMR measurables, and the
calculated results were subsequently compared with the
experimental data. This comparison revealed a systematic
problem with the MD simulationas it turned out, the salt
bridge interactions in Sos:wtSH3 were consistently over-
emphasized. This is a known problem with the most popular
force fields.51,52 To address this problem, we have introduced
an ad hoc correction to the force field. Specifically, the
parameters of the pairwise Lennard-Jones potential between the
ionized groups in the Arg and Glu/Asp side chains have been
slightly adjusted. Using this modified version of the force field,
we were able to successfully reproduce the experimental data
from the Sos:wtSH3 complex. Furthermore, we were able to
simulate the entire binding process beginning from free Sos,
progressing to the Sos·wtSH3 encounter complex, and
ultimately undergoing the transition to the final Sos:wtSH3
complex. This MD trajectory was also consistent with the
experimental NMR data in the part pertaining to the
Sos:wtSH3 state.
As a next step, we focused on the investigation of the

electrostatic encounter complex between Sos and c-Crk N-SH3

(second part of this work, termed paper 2, to be submitted for
publication). The experimental characterization of encounter
complexes of IDPs poses a serious challenge. First, they tend to
be sparsely populated and short-lived. Second, they are
comprised of many interconverting conformational species.
Third, they are typically found in rapid exchange with the
heavily populated free and/or bound states. NMR spectrosco-
py, which is the most important experimental technique in this
arena, is affected by all of the complications mentioned above.
In principle, encounter complexes involving IDPs can be
targeted using those experiments that are highly sensitive to the
presence of minor species: relaxation dispersion,53,54 chemical
exchange saturation transfer,55,56 or paramagnetic relaxation
enhancements.57 Yet it remains extremely difficult to capture
the three-state exchange process such as that illustrated in
Figure 1. For instance, a recent relaxation dispersion study of
the Fyn SH3 domain binding 12-residue peptide failed to
produce any direct evidence of the encounter complex.58

In this situation, we resort to an alternative strategy.
Specifically, we have modified the interaction of Sos with c-
Crk N-SH3 such as to mimic the electrostatic encounter
complex. Toward this goal, we introduced two point mutations
in the area of two shallow hydrophobic grooves in the SH3
domain (green ribbon in Figure 1). These two mutations,
Y186L and W169F, are supposed to abrogate the hydrophobic
component of binding that is responsible for formation of the
final complex. At the same time, these mutations preserve the
electrostatic Arg-to-(Asp/Glu) interactions. The idea is to shift
the thermodynamic balance away from Sos:SH3 and toward the
Sos·SH3 electrostatic encounter complex.
The altered system is designed to boost the population of the

electrostatic encounter complex. This opens the door for
standard NMR experiments, which do not need to be sensitive
to weakly populated species. In particular, in the case of the
electrostatic encounter complex between Sos and the double
mutant SH3 domain (dmSH3), we have recorded HSQC
titration data reporting on kon and koff rates, backbone and side-
chain 15N relaxation rates reporting on the mobility of the Sos
peptide, the corresponding 1H and 15N chemical shifts, and the
temperature coefficients pertaining to these chemical shifts.
Using our adaptation of the Amber force field, we were able to
produce an MD model that proved to be in good agreement
with the experimental data from the Sos·dmSH3 system. All of
the results pertaining to Sos·dmSH3 will be discussed in paper
2.

■ MATERIALS AND METHODS
Protein and Peptide Expression. A primer for producing

c-Crk N-SH3 was designed in house using mouse cDNA
(GenBank accession number BC031149) and GST plasmid
pGEX-4T-1. The protein was expressed and purified as
described elsewhere59 to produce unlabeled, 15N-labeled, or
15N- and 13C-labeled material. The 15N-labeled Sos peptide was
bacterially expressed as a fusion construct with a solubility tag
protein, the GB1 domain from protein G.54,60,61 The Sos
sequence was subcloned into GB1-containing plasmid GEV 2,
with a single spacer residue (Asp). Following the carefully
optimized expression and purification procedure, GB1-Sos was
cleaved at the Asp-Pro site using a treatment with a 50% (v/v)
solution of formic acid (24 h at 50 °C). The products were
separated using C18 column chromatography. The sample was
concentrated using a lyophilizer or SpeedVac apparatus; the
buffer exchange was conducted over a period of at least 24 h
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using a dialyzer device with a 0.5 kDa membrane cutoff. The
yield from this procedure was 1−2 mg of 15N-labeled Sos from
1 L of M9 medium. Unlabeled Sos, as well as Sos selectively
labeled with 15N at the V4 position, was purchased
commercially (Peptide 2.0 Inc.).
Sample Conditions. Unless indicated otherwise, the

samples used in this work have been prepared in a buffer
containing a 90% H2O/10% D2O buffer, 20 mM phosphate,
and 0.02% NaN3 (pH 6.0). The concentrations of the peptide
and protein were determined using the NMR method by Wider
and Dreier, which ensures an accuracy on the order of 3%.62,63

Specifically, we determined the intensities of isolated methyl
resonances from one-dimensional (1D) proton spectra (V4 in
Sos and V184 in c-Crk N-SH3) and compared them with the
external reference (10 mM sample of valine). For c-Crk N-SH3,
the results were consistent with the standard approach based on
UV absorption by aromatic residues, A280. All NMR data were
collected at 23.4 °C.
NMR Measurements. NMR measurements were con-

ducted using a Varian Inova 600 MHz spectrometer equipped
with an HCN probe; additionally, 15N relaxation parameters
were measured using a Bruker Avance DRX 500 MHz
spectrometer equipped with a TXI cryoprobe. The backbone
15N relaxation measurements were conducted using updated
versions of the standard relaxation experiments,64−66 including
the recently corrected heteronuclear NOE sequence.67 15N
CSA-dipolar transverse cross-correlation rate ηxy has been
measured by means of the IPAP sequence68 with an added
relaxation period with a length that is a multiple of 1/1JNH.

69

For arginine side-chain 15Nε relaxation measurements, 1D
versions of the same experiments were used, with the nitrogen
rf carrier set to 80 ppm. The data have been processed using
the nmrPipe suite of programs,70 including the autof it script,
and Sparky.71

Spectral Assignments. The resonance assignments of
wtSH3 are from ref 72. The resonance assignment for
backbone amides in Sos is obtained from standard NOESY
and TOCSY experiments performed on a 10 mM sample of
unlabeled Sos.73 The assignment has been confirmed by solvent
exchange data: at pH 7.0, the resonances from R8 and R9 are
broadened beyond detection, which is consistent with expect-
ations.74 They were also confirmed using a triple-resonance
experiment correlating 1Hε,15Nε spins with 1HN,15N spins of the
subsequent residue (unpublished). The spectrum of the free
peptide also contains a number of minor peaks arising from the
cis conformation of adjacent proline residues;75 some of these
minor peaks have also been assigned. Four arginine 1Hε−15Nε

correlations in the spectrum of the free Sos peptide are
overlapped, resulting in a single unresolved peak. Two of these
resonances become resolved and can be assigned in the
complex with wtSH3. 1Hη−15Nη correlations were found to be
severely broadened and have not been used.
Kd and kon for Binding of Sos to wtSH3. Isothermal

calorimetry measurements were conducted at 23.4 °C in NMR
buffer using an iTC200 instrument (MicroCal). The solution of
wtSH3 (concentration 0.1 mM, volume 300 μL) was titrated
with Sos (concentration 10 mM, injection volume 2 μL, total of
18 injections). The data were fit using MicroCal Origin,
assuming two-state exchange:

+ X YoooooooooooSos wtSH3 Sos:wtSH3
k

k [wtSH3]

OFF

ON

(1)

which is the reduction of the three-state scheme shown in
Figure 1. (The notations kON and kOFF are reserved specifically
for the two-state scheme in eq 1; they are distinct from kon and
koff used in the three-state scheme in Figure 1.) The fitting
suggests single-site binding with a Kd of 1.5 ± 0.1 μM (see
Figure 2).

NMR titration was conducted by adding unlabeled wtSH3 to
the sample of 15N-labeled Sos (see Figure 3A). Large titration
shifts are observed for residues V4, R7, and R8; for all these
sites, the on−off exchange falls in the intermediate regime. The
line shape analysis of V4 titration yields kON values of 1.6 × 109

and 2.0 × 109 M−1 s−1 (15N and 1H dimensions, respectively;
see Figure 3B). At the same time, the joint treatment of all
titration data from V4, R7, and R8 produces the global kON
value of 1.5 × 109 M−1 s−1.

Tumbling Time of wtSH3. The rotational correlation time
of the protein needs to be known to complement MD
simulations and facilitate the calculation of relaxation rates. For
free wtSH3 in an aqueous solution, the calculation using
HYDRONMR79 predicts a nearly isotropic diffusion tensor
with a τrot of 3.91 ns and a D∥/D⊥ of 1.05 (see Table S1 of the
Supporting Information for details). To experimentally
determine the parameters of overall tumbling, we relied on
the 15N R2/R1 data as analyzed by the program r2r1_dif fu-
sion.80 The residues included in the analyses were selected
according to the prescription of Tjandra et al.81 Using the 15N
relaxation data from a dilute sample of free wtSH3 (protein
concentration of 0.2 mM) and assuming that diffusion tensor is
axially symmetric, we obtained τrot = 4.08 ns and a D∥/D⊥ =
1.14, in close agreement with expectations. However, as we
increase the concentration of the protein to 2 mM, the
experimentally determined τrot value shoots up to 6.64 ns. At
the same time, the tumbling anisotropy remains nearly

Figure 2. Calorimetric titration of wt c-Crk N-SH3 with Sos. The
obtained affinity constant is 1.5 μM.
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unchanged (D∥/D⊥ = 1.18), and the orientation of the long axis
of the diffusion tensor changes only insignificantly, by 16°
(Table S1 of the Supporting Information). This kind of
behavior points toward low-affinity nonspecific (or weakly
specific) dimerization, as has been previously observed for a
variety of small globular proteins.82−86

Weak Dimerization of wtSH3. To quantitatively charac-
terize the self-association effect in wtSH3, we have conducted a
1HN−15N HSQC titration over the range of protein
concentrations from 0.2 to 2.0 mM. A large number of signals
are seen to titrate, shifting by a small amount (<0.06 and <0.3
ppm in the proton and nitrogen dimensions, respectively). The
data have been fit assuming that the protein undergoes fast
exchange between the monomeric and dimeric forms. The
results of the fitting are presented in Figure S1 of the
Supporting Information. Briefly, a dimerization site with an
affinity constant in the range of 3−8 mM is found in the RT
loop. In addition, there are multiple other sites with affinities of
>10 mM that are broadly distributed over the surface of the
protein. This is consistent with the notion that at a
concentration of 2 mM roughly half of the protein is in the
dimeric form, as can be deduced from 15N relaxation data. The
dimerization appears to be only weakly specific, which also
agrees with the 15N relaxation analyses (see above).
Tumbling Time of Sos:wtSH3. The τrot of the wtSH3:Sos

complex has been determined using the same sample
conditions that were used in the main series of relaxation
measurements: 2 mM SH3 and 0.5 mM Sos. Addition of the
peptide resulted only in a small increase in τrot, ca. 2% (see
Table S1 of the Supporting Information). Considering that
only one-fourth of the protein molecules are loaded with the
peptide under the current experimental conditions, we estimate

that the τrot of the Sos:wtSH3 complex is 7.2 ns (assuming an
isotropic tumbling model).
Importantly, this result lends itself to direct experimental

verification. The sample used to collect R2/R1 data was
prepared with both wtSH3 and Sos peptide labeled with 15N.
Several of the Sos resonances are well-resolved in the spectra,
including those from V4 and R8 that are in rigid contact with
the protein (see the crystallographic structure Protein Data
Bank entry 1CKB47). The R2/R1 ratio for these two residues
translates into a tumbling time of 6.8 ns for the Sos:wtSH3
complex. More sophisticated model-free analysis using data
collected at two magnetic field strengths yields values of 7.1 and
6.8 ns for the two peptide residues at hand. We conclude that
the τrot value of 7.0 ± 0.2 ns represents an accurate and reliable
result for the Sos:wtSH3 complex. For the purpose of
subsequent MD analyses, it is reasonable to assume that the
tumbling is isotropic; the modest anisotropy effect can be safely
neglected.

MD Simulations. The main series of MD simulations has
been conducted using the Amber 11 package with the ff99SB
force field,48,87 including ILDN side-chain correction50 and
backbone helical propensity correction.49 The initial coordi-
nates of the system were generated using two different
approaches.
In the first approach, the initial coordinates were based on

the crystallographic structure 1CKB.47 The missing Sos
residues R9 and R10 were added with random conformation
using the program MODELLER.88 The SH3 domain was
simulated without three terminal residues, G132, S133, and
R191, which were present in our NMR sample. We also
conducted control simulations, in which these three residues
were added to the crystallographic structure; the results proved
to be unchanged.

Figure 3. (A) 1HN−15N HSQC titration of 15N-labeled Sos with unlabeled wtSH3. The starting point corresponds to 0.20 mM Sos without wtSH3
(red contour in the plot); the final point corresponds to 0.18 mM Sos, after accounting for dilution, and 0.35 mM wtSH3 (blue contour in the plot).
During the course of the titration, the peak from residue R8 disappears and then reappears far downfield. The minor peaks, labeled with asterisks,
represent distinct conformational species arising from cis−trans isomerization of proline residues in Sos;76,77 one of them has been identified as
belonging to the valine residue (V4*). Minor peaks do not shift upon titration because the alternative conformational species Sos* have a much
lower affinity for wtSH3. At the same time, these peaks gradually disappear as the protein:peptide ratio approaches 1:1. Indeed, with the addition of
the protein, the Sos* ⇄ Sos ⇄ Sos:wtSH3 equilibrium becomes shifted to the right, thus depleting the population of the minor conformational
species Sos*. The titration of the arginine side-chain Nε sites has been recorded separately using the appropriate 15N carrier setting (not shown). (B)
Titration of spectral peak V4 (nitrogen and proton dimensions). The traces from HSQC spectra were fit using LineShapeKin.78 Briefly, this program
uses a fixed value of Kd as obtained from the ITC measurements; the line widths and intrinsic resonance frequencies are determined from the spectra
of the free and protein-saturated Sos (bottom and top traces, respectively). The data from nitrogen and proton dimensions have been fit separately;
the resulting kON values are indicated in the plot. The code of LineShapeKin has been slightly modified to obtain the desired graphics.
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In the second approach, the peptide was placed over the
surface of the protein in a random fashion. Specifically, in the
crystal structure 1CKB, we defined a vector connecting the
centers of mass of wtSH3 and Sos. The length of this vector
was doubled from 12.6 to 25.2 Å, and the obtained point was
used to place the center of mass of the Sos peptide. The initial
conformation of peptide was chosen at random from a 2.1 μs
MD simulation of the free Sos. The initial orientation of Sos
was assigned randomly. Finally, a random rotation was applied
to wtSH3 (the amplitude of this rotation was normally
distributed with a variance of 30°).
All Glu and Asp residues in the SH3 domain were assumed

to be deprotonated under the conditions of our experimental
study (pH 6.0). This is consistent with the calculation
employing the program PROPKA89 and the crystallographic
structure 1CKB. These calculated pKa values are all sufficiently
low (the highest value, 5.0, is predicted for residue E149). To
verify this result, we have prepared a sample of Sos:wtSH3 with
an elevated pH (7.0) where it is safe to assume that all Asp and
Glu side chains are deprotonated. We have found that the
chemical shifts of Sos, including 1Hη and 15Nη shifts, remain
essentially unchanged in this sample. Therefore, we can
conclude that Asp and Glu residues at the Sos binding interface
are already deprotonated at pH 6.0.
The protein−peptide system thus generated was solvated

using the explicit TIP3P solvent. A truncated octahedral water
box was constructed such that the boundary of the water box
was at least 12 Å away from any of the peptide or protein
atoms. Given that the peptide is initially placed at considerable
distance from the protein, the resulting water box contains a
generous amount of water. As a result, the effective
concentration of the protein in our simulations was relatively
modest, 6−8 mM. This is not too far from the experimental
NMR concentration. (The above description pertains to the
setup with random placement of Sos. In the case when the
initial configuration was based on 1CKB, we used the water box
with a 14 Å margin. Because the 1CKB complex is sufficiently
compact, the water box proved to be smaller, corresponding to
an effective protein concentration 13−15 mM.)
The hydrated system was neutralized by adding one Na+ ion

(for the protein missing R191) and subjected to energy
minimization (1000 steps using harmonic restraints with a force
constant of 500 kcal mol−1 Å−2, followed by 1000 steps with no
restraints), then heated from 0 to 296 K, and equilibrated for 1
ns at 296 K. The production-stage MD simulations were
conducted at 296 K using the NPT ensemble. During the
simulations, all bonds involving hydrogen atoms were con-
strained using the SHAKE algorithm. The nonbonded cutoff
was set to 8 Å. The integration step was 2 fs, and the
coordinates were stored every 1 ps. The simulations were
conducted using two GPU workstations, one equipped with
four NVIDIA GeForce GTX480 cards and the other with four
GTX580 cards (assembled by Electronics Nexus, Binghamton,
NY, and Colfax International, Sunnyvale, CA). The production
rate using the CUDA version of the pmemd program was in the
range from 30 to 60 ns per day per card (depending on the size
of the water box).
To adjust the strength of the salt bridge interactions in the

Amber ff99SB*-ILDN force field, we have implemented one
change in the original force field. The Lennard-Jones energy for
a pair of atoms separated by distance r is parametrized in
Amber as follows:

ε= −⎜ ⎟ ⎜ ⎟
⎡
⎣⎢
⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

⎤
⎦⎥E

r
r

r
r

2L,J
0

12
0

6

(2)

where ε is the well depth and r0 is the equilibrium distance. We
have altered the r0 pertaining only to certain specific atom pairs,
namely the nitrogen−oxygen pairs involving Nη atoms in Arg
side chains and Oε/Oδ atoms in Glu/Asp side chains. The
original Amber-generated value of r0 for these atomic pairs has
been multiplied by the scaling factor λ = 1.03. Because the GPU
version of the Amber 11 pmemd program does not use look-up
tables, this was accomplished by making a simple modification
to the source code (kNLCPNE.h).
The three main MD trajectories discussed in this paper are as

follows:

• (i) The 3.06 μs trajectory of Sos:wtSH3 starting from the
crystallographic coordinates 1CKB recorded with the
standard force field, λ = 1.00. This trajectory is termed
MD(xray,λ = 1.00).

• (ii) The 3.20 μs trajectory of Sos:wtSH3 starting from
the crystallographic coordinates 1CKB recorded with the
altered force field, λ = 1.03. This trajectory is termed
MD(xray,λ = 1.03).

• (iii) The 2.28 μs trajectory that represents the binding of
Sos to wtSH3 starting with the random configuration as
described above. This trajectory has been recorded using
the altered force field, λ = 1.03, and is termed MD(rand,
λ = 1.03).

In addition, to quantitate NMR resonance shifts that occur in
Sos upon binding to wtSH3, we have also recorded the 2.1 μs
trajectory of the free Sos (because the peptide contains no Asp
or Glu residues, there is no difference between the original and
altered force fields in this case). Other MD trajectories
recorded as a part of this study are discussed where appropriate
in the text.

Processing of the MD Trajectories and Prediction of
NMR Parameters. The MD trajectories were manipulated
using in-house C++ package trjtool. This package supports
both text and binary formats for coordinate files and various
output files, includes a convenient batch file processing mode,
and offers a range of functions (extracting atomic coordinates
and torsional angles, superimposing structures, evaluating
correlation functions and order parameters, etc.). Some of the
functionalities have been adapted for use with the GPU. The
companion package pytrj, programmed in python, serves to
calculate and plot various relaxation parameters (including 15N
relaxation rates and PREs). Both packages are available upon
request.
To calculate chemical shifts, we have extracted every 10th

frame from a given trajectory, processed these frames using
SHIFTX2 version 1.07,90 and then averaged the results. All
computations were conducted using the SHIFTX+ module,
which deals with the conformational dependence of chemical
shifts. To investigate the effect of sampling, we repeated the
calculations using all MD frames; the results were found to be
virtually identical. Our focus is on the differential chemical
shifts, ΔδSos = δSos

bound − δSos
free, which are termed binding shifts. In

the calculations, the δSos
bound component has been obtained from

Sos:wtSH3 trajectories whereas δSos
free has been obtained from the

simulation of the free Sos. The effect of weak self-association of
wtSH3 on ΔδSos is inconsequential and has been ignored in
these calculations.
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To calculate the relaxation rates, all MD frames were aligned
with the crystallographic coordinates 1CKB by superimposing
the protein coordinates (those of Cα atoms from the secondary
structure residues). Note that only the protein coordinates have
been superimposed; the motion of the peptide relative to the
protein surface is fully preserved. The overall tumbling of the
Sos:wtSH3 complex was then reintroduced using the
experimentally determined correlation time, τrot = 7.0 ns (this
value accounts for the effect of weak self-association as
observed for wtSH3, see above). The autocorrelation functions
have been computed for NH vectors using a sparse nonuniform
time grid as described previously;91 they were subsequently fit
with six-exponential functions, multiplied by exp(−τ/τrot), and
then converted into spectral densities and further into
relaxation rates.92 In the case of CSA-dipolar cross-correlated
cross-relaxation rate ηxy, the result was multiplied by P2(cos θ)
assuming that the long axis of the 15N CSA tensor makes an
angle θ = 20° with the NH bond.93 The length of the NH bond
was assumed to be 1.02 Å, and the magnitude of the nitrogen
chemical shift anisotropy was taken to be −172 ppm.
The in-house python script has been employed to analyze

the appearance of salt bridges and hydrogen bonds in the MD
trajectory. In the case of salt bridges, at least one nitrogen atom
from the Arg side chain has been required to fall within 4 Å of
the oxygen from the Glu/Asp side chain. In addition, the
distance between the centroids of the two charged groups
should not exceed 5 Å. This definition covers both high- and
medium-strength ion−ion contacts, which mainly play a
stabilizing role.94 In the case of hydrogen bonds, we have
required that the nitrogen−oxygen distance be <3.2 Å and the
deviation from linearity not exceed 30°.95

Finally, the solvent-accessible surface area has been calculated
on a per frame basis using the program POPS with the default
parameter settings.96

■ RESULTS AND DISCUSSION

Overview of the Sos:wtSH3 Complex. The crystal
structure of the complex between c-Crk N-SH3 and the Sos-
derived peptide, PPPVPPRRRR, was determined by Wu and
co-workers.47 A schematic diagram of the binding interface is
shown in Figure 4. The peptide is a class II ligand with
consensus sequence PxhPx+ (x is any amino acid, h is a
hydrophobic amino acid, and + is arginine or lysine).97,98 Over
most of its length, the peptide adopts a left-handed polyproline
type II helix conformation. The helix has a triangular cross
section; residues at the base of the triangle interact with the
SH3 domain. The side chains of the two conserved prolines, P2
and P5, are tucked into the shallow hydrophobic grooves on
the surface of SH3 (buried surface areas of 487 and 377 Å2 for
the peptide and protein, respectively). The grooves are defined
by the side chains of conserved hydrophobic residues in the
SH3 domain (represented by rounded boxes in Figure 4).
The positively charged C-terminus of the Sos peptide is

delocalized and, therefore, partially absent from the crystallo-
graphic structure (no electron density for R10, R9, and the side
chain of R8). The side chain of R7 is observed in the electron
density map, even though crystallographic refinement reveals a
substantial amount of variability at this site; the R7 guanidinium
group forms salt bridges with carboxyl groups from D150,
D147, and E149 (represented by rectangular boxes in Figure
4). One may expect that the side chain of R8 similarly interacts
with E166 and E167,47 although it must be significantly
impacted by conformational disorder. Recall that electrostatic
interactions involving the stretch of Arg residues in the Sos
peptide anchor the putative encounter complex Sos·wtSH3.
Given the dynamic nature of these interactions, this complex
cannot be productively studied by X-ray crystallography. This
situation calls for the development of new NMR-based
methods.

Figure 4. Binding of the Sos peptide to wild-type c-Crk N-SH3 as seen in the X-ray structure 1CKB.47 The intermolecular distances indicated in the
plot correspond to the nearest pairs of carbon atoms from hydrophobic residues (blue dashed lines) and nitrogen−oxygen pairs in the salt bridges or
hydrogen bonds (pink dotted lines).
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The dissociation constant (Kd = 5.2 ± 0.2 μM) has been
previously reported for the binding of Sos to wtSH3 in the
presence of 150 mM NaCl.99 We were able to reproduce this
result using the intrinsic fluorescence of residue W169 that
resides at the ligand binding interface and thus is sensitive to
Sos binding. Under identical conditions, our fluorescence
titration data (not shown) yield a dissociation constant of 5.9 ±
0.2 μM. On the other hand, the ITC data collected under low-
salt conditions, as also used in our NMR measurements, yield a
Kd of 1.5 ± 0.1 μM (see Materials and Methods). As expected,
the decrease in the ionic strength of the solution leads to
stronger electrostatic attraction and, therefore, tighter bind-
ing.100 The affinity of 0.1−10 μM is typical for binding of
proline-rich peptides to SH3 domains and, more generally, for
binding of peptides to their protein targets.99,101 Such
moderately strong binding is consistent with the signaling
function that requires, on the one hand, a meaningful level of
complex formation and, on the other, a rapid release of ligand
in response to changing stimuli.
We have also analyzed the peak shapes from the NMR

titration of the 15N-labeled Sos with unlabeled wtSH3 (see
Materials and Methods). The global fitting of the titration data
using the fixed value of Kd as obtained in the ITC measurement
allowed us to determine the on rate (kON = 1.5 × 109 M−1 s−1).
The off rate is then simply kOFF = KdkON. The approach in
which ITC data are combined with NMR data to obtain a
complete kinetic characterization of the system is similar to that
employed by Demers and Mittermaier.58

The extremely high on rate obtained in our experiments is
consistent with the prominent role of electrostatic interactions
in bringing together Sos and wtSH3.100,102−104 In fact, proteins
that associate with rates >107 M−1 s−1 always seem to utilize the
electrostatic steering mechanism. Previously, kON values of up
to 5 × 109 M−1 s−1 have been measured for binding of barnase
mutants to barstar.100 An on rate as high as 1.7 × 1010 M−1 s−1

was recently found for the complex of the AD2 fragment from
the intrinsically disordered N-terminal transactivation domain
of tumor suppressor p53 with the zinc finger 2 domain of the
CREB-binding protein.105 These are extreme cases in which the

proteins are propelled toward each other by strong electrostatic
interactions.
Significant progress has been made in predicting kON based

on atomic coordinates. In particular, the program TransComp
produces results that are accurate to within 1 order of
magnitude.20 Although this program has been originally
designed for folded proteins, it can also generate reasonable
predictions for IDPs.26 We used the selected MD frames as
input for the TransComp calculations. Specifically, we have
chosen the frames from the MD trajectory that represents the
approach of Sos to wtSH3 and subsequent binding (see below).
The kON rate estimated in this manner, ∼0.5 × 109 M−1 s−1, is
in good agreement with the experimental result.
The binding affinity is important from the perspective of

NMR characterization. Our 15N relaxation measurements and
chemical shift determinations have been conducted on a sample
containing 0.5 mM 15N-labeled Sos and 2.0 mM unlabeled
wtSH3. It is easy to verify that under these conditions 99.9% of
Sos is bound. Therefore, the experimental NMR data pertain
solely to the bound peptide.

Simulation of Sos:wtSH3 Using Amber ff99SB*-ILDN.
Comparison with Experimental Data. The trajectory of
Sos:wtSH3 has been recorded using the Amber 11 package with
the ff99SB force field.48,87 A number of recent comparative
studies, in particular those based on the experimental NMR
data, favor this force field over others.106−111 In addition, recent
corrections for selected backbone49 and side-chain50 torsional
potentials have been employed. The revised force field is
known as ff99SB*-ILDN.112 The initial coordinates for the MD
simulation have been taken from the crystallographic structure
1CKB. The C-terminal residues in Sos that are missing from
the crystallographic model have been rebuilt using MOD-
ELLER.88 The system was hydrated using TIP3P water.113

Given that the C-terminal portion of Sos is dynamic and
occasionally becomes lifted off the surface of wtSH3, we opted
for a large water box (minimum 14 Å separation between any of
the peptide or protein atoms and the water box boundaries).
The resulting MD trajectory has a length 3.06 μs. In what
follows, this simulation is termed MD(xray,λ = 1.00). The label
indicates that the initial coordinates have been taken from the

Figure 5. Position of the peptide Sos on the surface of wtSH3 according to the data from the 3.06 μs simulation MD(xray,λ = 1.00). To generate this
plot, MD frames were first aligned with 1CKB by superimposing the SH3 coordinates (one frame per nanosecond). The peptide was then
represented by the center of mass of its N-terminus (residues P1−P6, gold spheres) and C-terminus (residues R7−R10, blue spheres). In wtSH3, the
charged residues at the binding interface are colored red (D147, E148, E149, and D150 in the RT loop and E166 and E167 in the n-Src loop) and
the hydrophobic residues are colored green (F141, F143, W169, P183, P185, and Y186). Shown are the side view (A) and the top view (B) of the
complex.

Biochemistry Article

dx.doi.org/10.1021/bi500904f | Biochemistry 2014, 53, 6473−64956480



X-ray structure and the force field parameters have been used as
is without any modifications (λ is the scaling coefficient that is
discussed in detail below).
Figure 5 illustrates the dynamics of the Sos peptide bound to

the surface of the wtSH3 domain. The gold spheres indicate the
instantaneous position of the center of mass of the hydrophobic
N-terminal segment of Sos (PPPVPP). The blue spheres
correspond to the center of mass of the charged C-terminal
segment (RRRR). It is apparent that the N-terminal portion of
the peptide is well-localized, whereas the C-terminal portion
moves a great deal. The data shown in the graph can be used to
calculate the root-mean-square fluctuation for the respective
mass centers, which can be conveniently expressed in a form of
crystallographic B factors.114 The values calculated for N- and
C-terminal segments are 35 and 209 Å2, respectively,
underscoring the different dynamic status of the two regions.
The top panel in Figure 6 shows the root-mean-square

deviation (rmsd) trace of the MD trajectory as calculated for
the atoms of the Sos peptide using the crystal structure 1CKB

as a reference. These results pertain to the ordered portion of
the peptide for which the atomic coordinates are listed in the
PDB file. The peptide clearly maintains the correct binding
pose for the entire duration of the trajectory. For almost half of
the time the rmsd remains below 2.0 Å, while the average rmsd
value is just under 2.3 Å. The pattern of hydrogen bonds and
salt bridges as seen in the crystal structure is also preserved in
the MD simulation (Figure 6B,C). In particular, the signature
hydrogen bonds P2−Y186 and P5−W169, as well as the R7−
D150 salt bridge, persist throughout the simulation.
At the same time, occasional departures from the crystallo-

graphic structure are also observed. For example, at the point in
time ca. 500 ns the peptide undergoes a certain amount of
twist. The resulting conformation is stabilized by the P6−W169
hydrogen bond that replaces the canonical P5−W169 bond
(see Figure 6B). This conformation survives for approximately
200 ns, before reverting to the original state. Another notable
transition occurs at approximately 1300 ns. At this point in
time, residue R8 moves away from E166 and E167 and instead

Figure 6. (A) rmsd of the peptide atomic coordinates relative to the crystallographic structure 1CKB as calculated for a 3.06 μs simulation of
Sos:wtSH3 MD(xray,λ = 1.00). To generate this plot, MD frames were first aligned with 1CKB by superimposing the SH3 coordinates, and then the
rmsd was computed for Sos atoms. Included in the rmsd calculation were all of the Sos atoms for which the crystallographic coordinates are available.
(B) Peptide−protein hydrogen bonds and (C) salt bridges in the same Sos:wtSH3 trajectory (see Materials and Methods for definitions). The
following procedure was used to generate these plots. The trajectory has been divided into 1 ns intervals, and the content of hydrogen bonds (salt
bridges) has been determined for each interval. If the hydrogen bond (salt bridge) is present for more than half of the time during the 1 ns interval,
then the dot is placed in the corresponding position in the graph. In generating panel B, we included only those hydrogen bonds that originate at the
backbone of Sos and are populated at the level of at least 3%. In generating panel C, we have taken into consideration all possible combinations
between the four Arg residues from the Sos peptide and the six Glu/Asp residues from the complementary acidic patch on the surface of the wtSH3
domain.
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engages D147 and E148. At the same time, the side chain of R7
shifts in the opposite direction, i.e., away from D150 and
toward E166. This rearrangement leads to an appreciable
increase in the rmsd, reaching ∼4 Å (see Figure 6A).
Of major interest for us is the dynamic behavior of the

charged C-terminal tail of Sos, which is central to the formation
of the electrostatic encounter complex. This arginine-rich tail is
accommodated in the cleft between the RT loop and the n-Src
loop, both of which carry stretches of negatively charged amino
acids (see Figure 5B). The tail moves mostly in a sideways
direction, sweeping over the surface of the protein. In doing so,
it sporadically forms hydrogen bonds with wtSH3 as well as
multiple salt bridges (see Figure 6B,C). Some of these
interactions are stable and exist for a significant fraction of
time, while others make only a brief appearance. Importantly, at
each point in time, the C-terminal tail of Sos is tied to wtSH3
via a significant number of interactions (on average, 4.8
interactions, counting both salt bridges and the relevant
hydrogen bonds in panels B and C of Figure 6). After a
while, the tail rearranges itself, breaking some of its interactions
with wtSH3 and establishing a new pattern of contacts.
As indicated above, the main focus of this study is on

dynamics-modulated electrostatic interactions involving the C-
terminal tail of Sos. Accordingly, the NMR data have been

measured using the sample of 15N-labeled Sos in the presence
of unlabeled wtSH3. The sample was prepared with a 4-fold
excess of wtSH3 to ensure that the spectral signals originate
entirely from the bound Sos (see above). Using the standard
1H,15N experiments, we observed five resolved peaks from the
non-proline backbone amide sites in Sos (see Figure 3A). In
addition, we were also able to record the signals from four
1Hε,15Nε sites in the arginine side chains, although two of the
side-chain resonances are overlapped (R9 and R10). The
experimental data from all these sites are plotted in Figure 7 as
a function of residue number. Panels A−D and E−G of Figure
7 show 15N relaxation data for the backbone and side-chain
sites, respectively. Panels H−I and J show the binding shifts.
The standard set of 15N relaxation data, comprised of R1 and

R2 rates as well as
1H−15N saturation transfer NOEs, has been

recorded as described in Materials and Methods. Initially, we
reckoned with the possibility that R2 rates may contain an
exchange contribution Rex, although we have not identified any
exchange mechanisms that could potentially cause exchange
broadening in Sos:wtSH3. From the perspective of MD
modeling, the Rex term represents a problem because it
normally cannot be simulated (unless an ultralong trajectory is
available).115 To address this issue, we chose to measure
transverse cross-correlated relaxation rates ηxy that carry the

Figure 7. Comparison of the experimental (red) and simulated (blue) 15N relaxation parameters and 1H,15N binding shifts for the Sos peptide in
complex with wtSH3. Simulation MD(xray,λ = 1.00) uses the original Amber ff99SB*-ILDN force field and starts from the crystallographic
coordinates 1CKB. Shown are the data from the backbone amide sites in the five non-proline residues in Sos, as well as the data from four arginine
side-chain 1Hε,15Nε sites. The 1Hε,15Nε signals from R9 and R10 are overlapped in the NMR spectra; therefore, the corresponding experimental data
effectively represent an average with respect to these two residues. To allow a comparison with experiment, the simulated data from these two sites
have also been averaged. SHIFTX2 software used in our work does not predict 15Nε chemical shifts; therefore, the corresponding binding shifts have
not been included in the comparison. The magnitude of the experimental errors is less than or comparable to the size of the symbols. To investigate
the convergence properties of MD-based calculations, we recorded an additional 1.7 μs MD trajectory of Sos:wtSH3. The results (not shown) are
similar to those plotted above. However, in the case of the binding shifts, the agreement is less than perfect because the simulated values are affected
by rare events, such as the rupture of the R7−D150 salt bridge (cf. Figure 6).
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same dynamic information as R2 but are free from μs−ms
exchange effects.116,117 All relaxation data have been collected
at two static magnetic field strengths, 500 and 600 MHz. For
the sake of clarity, only the latter data set is illustrated in Figure
7 (the discussion of field dependence is deferred until later).
In addition, we have also quantified 1H and 15N peak shifts

that occur in the spectrum of Sos upon binding to wtSH3 (cf.
Figure 3A). A number of prominent shifts have been observed.
In particular, a large downfield shift of the amide resonance
from R8 (+1.1 ppm on 1HN and +2.7 ppm on 15N) is due to
the hydrogen bond118 with the side-chain carboxyl group of
E166. A sizable upfield shift of the signal from the R7 side chain
(−0.4 ppm on 1Hε and −1.7 ppm on 15Nε) is caused by a ring
current in W169, with which R7 forms a cation−π contact.
Likewise, the downfield shift of the amide signal from V4 (+0.3
ppm on 1HN and +1.3 ppm on 15N) is caused by the ring
current from Y186. At the same time, residues R9 and R10
show very small binding shifts; apparently, these two residues
remain extended into solvent and highly disordered. Consistent
with crystallographic data, two terminal arginines are only
transiently involved in the interactions with wtSH3, although
they contribute to the kinetics of Sos−wtSH3 association
through the initial electrostatic attraction.
This array of experimental data offers a good opportunity to

put our MD model to a rigorous test. There is a long history of
validating MD simulations via spin relaxation rates.106,119−121

Briefly, the MD data are used to directly compute the dipolar
(as well as CSA) temporal correlation functions for the
individual amide sites. These correlation functions are
subsequently converted into spectral densities, which are in
turn used to calculate 15N relaxation parameters. Spin relaxation
is directly influenced by fast internal dynamics, i.e., the motions
with correlation times on the order of τrot or shorter, and
indirectly by slower motional processes. For example, 15N
relaxation can be indirectly affected by rare conformational
transitions as seen in Figure 6. Indeed, formation and
dissolution of salt bridges are expected to have an effect on
the fast local dynamics of Sos bound to the surface of wtSH3.
From this perspective, it is important that the MD simulation is
sufficiently long, 3.06 μs, to sample such relatively rare events.
To calculate binding shifts, we used the knowledge-based

prediction program SHIFTX2.90 The program was first applied
to the MD trajectory representing free Sos and then to the
trajectory in which Sos is bound to wtSH3, thus allowing
calculation of ΔδSos = δSos

bound − δSos
free. A number of studies have

appeared recently where chemical shift predictors have been
applied to the frames from the MD simulations.110,122,123

Moreover, a new generation of predictors has been developed
specifically for this purpose.124,125 Note, however, that these
previous applications have a somewhat different focus
namely, they seek to improve the prediction of chemical shifts
by taking into consideration the local dynamics of proteins. In
our work, the calculated shifts are used to validate the dynamic
scenario seen in the MD simulation.
In particular, Δδ values are sensitive to the (dynamically

modulated) hydrogen bonds, cation−π contacts, and salt
bridges such as those formed by several residues in the C-
terminal portion of Sos. Hence, the comparison of the
calculated and experimental shifts should shed light on these
interactions and their dynamic status (degree of motional
averaging). Of note, SHIFTX2 employs well-established and
reliable algorithms for calculating shifts caused by hydrogen
bonds and ring currents. This makes it well-suited for the

purpose of our study, i.e., to probe the interactions between Sos
and wtSH3.
We have also measured binding shifts in the reverse

direction, i.e., the shifts in 15N-labeled wtSH3 upon binding
of unlabeled Sos. The results are graphically represented in
Figure S2 of the Supporting Information. As expected, the most
significant chemical shift perturbations are localized in the
vicinity of the binding site. In principle, it should be possible to
use ΔδSH3 to further validate the MD data, along the same lines
as what has been done with ΔδSos. In practice, however, we
have found that such analysis is of no value. None of the
backbone amide groups in wtSH3 forms a hydrogen bond with
Sos. Furthermore, Sos contains no aromatic rings. Thus, two of
the largest sources of binding shifts are eliminated in this case.
As a consequence, the measured ΔδSH3 values are small to
moderate; none of the shifts exceeds 0.5 ppm in the 1HN

dimension or 1.3 ppm in the 15N dimension. Both the MD
simulation and the SHIFTX2 algorithm are unable to properly
capture and process the subtle structural and dynamic changes
that cause shifts of this magnitude. As a result, the computed
ΔδSH3 values display little or no correlation with the
experimental data (r = 0.40 for 1HN shifts, and r = 0.19 for
15N shifts). This cannot be construed as evidence against the
MD model but rather reflects the limitations of the method.
Figure 7 presents the summary of Sos 15N relaxation data and

the binding shifts, as measured experimentally (red symbols)
and calculated on the basis of the MD trajectory (blue
symbols). Let us first focus on the backbone relaxation data
from residues V4, R7, and R8. These data are reasonably well
reproduced by molecular dynamics. Although certain discrep-
ancies are seen in the R2 plot (panel B), the agreement is nearly
perfect for all other parameters, including transverse cross-
correlated relaxation ηxy (panel D). As already mentioned, ηxy is
one of the more accurate measures of protein dynamics that is
free of the exchange effect; in terms of information content, ηxy
is equivalent to R2. Generally, the backbone amide sites of V4,
R7, and R8 can be categorized as tightly bound. They are
essentially integrated with the rigid wtSH3 scaffold; their spin
relaxation is controlled by the overall tumbling motion of the
complex and, to a certain degree, small local fluctuations.
On the other hand, the backbone relaxation data for residues

R9 and R10 as well as side-chain data for R7, R8, R9, and R10
show clear systematic deviations between the experiment and
the MD model (panels A−G). Specifically, the simulated R2
and ηxy rates are higher than the corresponding experimental
values. Likewise, the simulated 1HN−15N saturation transfer
NOEs are higher than the corresponding experimental values.
This clearly indicates that MD simulation underestimates the
amount of local mobility for all of these sites.
According to the MD model, the C-terminal tail of Sos is

attached to wtSH3 through the network of salt bridges. While
this network is occasionally rearranged, it still has a strong
restraining effect on the tail (see Figures 5 and 6). As a result,
the relaxation properties of the tail are rather similar to those of
the rest of the complex, which is well-structured and can be
viewed as rigid (cf. blue profiles in panels A−G). The
experimental data, however, paint a rather different picture. It
appears that the pair of C-terminal residues in Sos and all the
arginine side chains enjoy a degree of motional freedom much
greater than that suggested by the MD simulation. This
dynamic scenario is also supported by the crystallographic
evidence (reviewed above). It is also worth noting that the MD
simulation fails to accurately reproduce the large binding shift
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of 1HN in residue R8 (panel H). This observation implicates the
side chain of residue E166, which forms an on−off hydrogen
bond with this amide as well as transient interactions with
several other sites in Sos.
Surveying the results shown in Figure 7, we hypothesize that

the root cause of the observed discrepancies is the deficiency in
the MD force field, specifically, the exaggerated strength of the
salt bridge interactions.51,52 This issue is discussed at length
below.
Simulations of Sos:wtSH3 Using Alternative MD

Setups. Two groups of force field parameters are of principal
significance for ionic (salt bridge) interactions: partial charges
and Lennard-Jones parameters (see the next section). As far as
partial charges are concerned, there is a considerable amount of
variability between different families of force fields, as well as
different generations in the same family. For instance, the
charge assigned to Nη atoms in the arginine side chain is −0.62
in CHARMM22*, −0.80 in CHARMM27, −0.86 in Amber
ff99SB, −0.69 in Amber ff03, and −0.26 in GROMOS53A6.
There are also significant variations in the Lennard-Jones
parameters between different force fields; these variations are
largely responsible for dramatic differences in the radial
distribution functions associated with salt bridge interactions.51

A very recent study by Debiec et al. used small molecules
(guanidinium and acetate) to model Arg−Asp/Glu salt
bridges.52 It has been found that six popular force fields,
including CHARMM22*, CHARMM27, Amber ff99SB, Amber
ff03, and the newest Amber ff13α force field, all overestimate
the population of such salt bridges by a factor of roughly 2. This
result essentially does not depend on the choice of water model
(TIP3P, SPC/E, TIP4P-Ew, etc.).
While the results of Debiec and co-workers strongly suggest

that there is a problem with parametrization of salt bridge
interactions, these results are relevant for small molecules and
thus may not accurately reflect the situation in peptides and
proteins. Indeed, it is conceivable that in protein simulations
salt bridge interactions are partially offset by the interactions
between charged side chains and backbone amides. If true, this
may have an effect of partial error cancellation. Therefore, it
should be instructive to investigate this problem directly in the
context of protein MD simulation employing different force
fields.
With this goal in mind, we have tested AMBER ff03 (Amber

11 platform), CHARMM22* (Desmond platform), GROMO-
S53A6 (GROMACS 4.5.5 platform), and AMOEBA polarizable
force field (TINKER 6.0.05 platform using the OpenMM
library to support the GPU acceleration).126−130 In each case,
we have recorded MD trajectories of Sos:wtSH3 using the
crystallographic structure as a starting point; the durations of
the simulations were 445, 345, 108, and 19 ns, respectively.
These trajectories were subsequently analyzed in the same
fashion as described above. None of these trials produced the
results that we had hoped for. AMBER ff03 shows less
propensity to form salt bridges. However, three native
hydrogen bonds connecting the backbone of Sos with side
chains of wtSH3 are almost completely lost in this simulation,
leading to poor predictions of chemical shifts. Similar behavior
has been noted for this force field previously.131 In the
CHARMM22* trajectory, two of the native hydrogen bonds
are greatly weakened, while arginine side chains remain over-
restrained. Chemical shift predictions using this trajectory also
prove to be poor. Finally, GROMOS 53A6 significantly
underestimates the strength of electrostatic interactions: all

salt bridges, including the native R7−D150 bridge, virtually
disappear, whereas hydrogen bonds become transient and
weak. As a consequence, the bound peptide experiences rapid
dynamic fluctuations; in turn, this leads to large systematic
deviations between the predicted and experimental 15N
relaxation rates.
Of special interest are the results from the 19 ns trajectory of

Sos:wtSH3 recorded with the AMOEBA polarizable force field.
The polarizability effects are deemed to be important in the
context of salt bridge formation,132−134 and polarizable force
fields have demonstrated their usefulness in the context of
protein−ligand binding and protein structure refine-
ment.135−139 Although there have been reports of the protein
instability in AMOEBA simulations,130 in our case the protein
structure remains intact (within 1.5 Å of the crystal coordinates
viz. the Cα rmsd). However, three native hydrogen bonds
linking Sos and wtSH3 are absent in this simulation, and there
are only two salt bridges, R7−D150 and R7−D147. Chemical
shift predictions have been only partially successful, and there
are indications that the C-terminal segment of Sos remains
over-restrained. Given that the simulation is short on the
absolute scale, these observations should not be over-
interpreted; because of the high computational cost, we have
not attempted to extend this AMOEBA trajectory.
In a further attempt to improve the situation, we

experimented with different water models. The choice of
water model is known to affect protein hydration140−142 as well
as conformational preferences and dynamics of disordered
peptides.143,144 Using the Amber ff99SB*-ILDN force field, we
have tested TIP3P, SPC/E, and TIP4P-EW models.113,145,146 In
addition, we have also tested a polarizable model SWM4-NDP
(supported in the GROMACS package).147 No significant
improvement has been observed in any of these trial
trajectories, consistent with the recent findings.52 We have
also addressed several other details pertaining to the MD
procedure. For example, phosphate ions have been included in
the MD setup to reflect the presence of 20 mM phosphate in
the NMR buffer. In principle, phosphate ions can form strong
interactions with Arg side chains,148 thus competing with the
Sos:wtSH3 salt bridges. However, this tactic also failed to
produce any improvements. Likewise, increasing the non-
bonded cutoff distance from 8 to 10 Å had no effect on the
simulation results. While none of these trials can be considered
in any way definitive, we note that our results are consistent
with the recent small molecule studies.51,52

Finally, we have tested the so-called MDEC (molecular
dynamics in electrostatic continuum) model.149−151 This model
focuses on electrostatic interactions involving ionized side
chains. In all conventional force fields, ionized side chains are
assigned a net charge of +1 or −1 and their electrostatic
interactions are calculated accordingly. The authors of the
MDEC model argue that this approach fails to take into
consideration the effect of electronic dielectric screening. To
remedy this defect, the authors suggest to scale the respective
point charges with the factor α = 1/(εel)

1/2, where the
electronic screening constant for a protein in aqueous solution
is estimated to be εel = 2. We have implemented the MDEC
strategy in the Amber ff99SB force field and subsequently
recorded a number of trial trajectories with different settings of
α. The best results were obtained for α = 0.9, which is
significantly different from the prescribed value (α = 0.7). The
MDEC approach is admittedly empirical; a rigorous imple-
mentation of this concept would require consistent reparamet-
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rization of all force field parameters.149 The rescaling of side-
chain point charges should have an effect on many aspects of
the system, including side-chain solvation, in a manner that is
not easily predictable. Therefore, we abandoned this strategy in
favor of a more targeted approach, as described in the next
section.
Adjustment to Amber ff99SB*-ILDN. Fine-Tuning Salt

Bridge Interactions. The interaction between two charged
atoms is quantum mechanical in nature. When the two atoms
are far apart, the interaction energy can be well approximated
by the classical Coulomb’s law. In contrast, when they approach
each other such that the electron clouds start to overlap, the
interaction becomes much more complex. In particular, there is
an effect of induced polarization that gives rise to attractive
dispersion forces; at short distances, there is also a strong
repulsive force due to Pauli interaction. In classical molecular
dynamics, all deviations from the standard Coulomb’s law are
empirically modeled by the Lennard-Jones (LJ) potential, eq 2.
For the pair of atoms indexed i and j, the potential is defined by
two parameters: the interatomic distance at which the LJ energy
is at its minimum, r0

ij, and the depth of the corresponding
energy well, εij. After the atomic charges are set, the LJ
parameters determine how close the two atoms can approach
each other and are thus strongly related to the magnitude of
their optimal interaction energy.
In conventional MD force fields, the pairwise LJ parameters

are normally determined by simple combination rules. In
particular, each atom type is assigned a van der Waals radius,
and the sum of the two radii for any two atoms is taken to be
the distance r0

ij for this particular pair. It has been increasingly
recognized, however, that in certain cases the simple
combination rules require additional fine-tuning to reproduce
the desired interatomic interactions. For example, a slight
increase in r0

ij between Na+ (K+) and Cl− (over the default value
derived from the standard combination rule) made it possible
to correct for the otherwise excessive ion pairing in the
simulations of simple electrolytes.152 The LJ parameters for the
cation − carbonyl oxygen pairs have also been refined to better
reproduce the energetics of K+ ions in a protein channel.153

Similarly, a small adjustment in r0
ij has been used to avoid

excessively strong binding of the cations to the negatively
charged lipid headgroups, leading to an excellent agreement
with experimental data.154 The same approach has been

employed to fine-tune the interactions between various metal
ions and DNA phosphates, thus avoiding clustering artifacts in
the DNA simulations.155 Other very recent examples include
interaction of Mg2+ with di- and triphosphate nucleotides,156 as
well as interaction between Ca2+ and acetate (viewed as an
analogue of Asp and Glu side chains).157 Finally, pairwise-
specific LJ parameters have been implemented for aqueous
solutions of alkanes, alcohols, and ethers in the CHARMM
Drude polarizable force field, leading to accurate values of the
corresponding hydration free energies.158

Here we use this philosophy to correct for the effect of
overstabilized Arg−Asp/Glu salt bridges in Amber ff99SB*-
ILDN simulations. Toward this end, a number of trial
trajectories have been recorded where the Lennard-Jones r0
distance for Nη−Oδ/ε pairs has been rescaled (see Materials and
Methods). Specifically, we have tested scaling factors λ = 1.01,
1.02, 1.03, 1.04, 1.05, 1.10, 1.15, and 1.20. In each case, the MD
data have been processed along the same lines as shown above
(Figures 5−7). Unsurprisingly, large corrections to r0 led to
dramatic attenuation of salt bridges. A good indicator is the
native salt bridge between R7 and D150, which is observed in
the X-ray structure 1CKB. This salt bridge is present for 86% of
the time in the original simulation, λ = 1.00 (trajectory length
3.06 μs), 70% of the time in the altered simulation with λ =
1.03 (3.2 μs), 24% of the time in the altered simulation with λ =
1.05 (0.8 μs), and is completely lost in the simulations with λ =
1.10 or higher. This result, as well as direct comparison of the
simulated and experimental 15N relaxation rates and binding
shifts, led us to identify λ = 1.03 as the optimal scaling factor.
While this is clearly an ad hoc choice, we provide an
independent validation for it in paper 2, where we investigate
the fuzzy complex between Sos and the double mutant of c-Crk
N-SH3 (Sos·dmSH3).
It is worth noting that LJ distance parameters have been

reoptimized together with partial charges in the new Amber
force field ff13α. In particular, the r0 distance for N

η−Oδ/ε pairs
increased by 6%.159 This new force field remains a work in
progress; in its current state, Amber ff13α still shows a
tendency to significantly overestimate the strength of salt
bridge interactions.52 Nevertheless, it is clear that any solution
to this problem is likely to involve the Lennard-Jones
parameters.

Figure 8. Position of the peptide Sos on the surface of wtSH3 according to the data from the 3.20 μs simulation using the modified force field,
MD(xray,λ = 1.03). The plotting conventions are the same as in Figure 5.
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Finally, it is worth mentioning that MD simulations of
proteins using implicit solvent are also faced with the problem
of overstabilized salt bridges. This problem has been solved by
adjusting the Born radii of the atoms that form the salt
bridge.160−162 Conceptually, this approach is similar to that
described above.
Simulations of Sos:wtSH3 Using a Modified Version of

Amber ff99SB*-ILDN. Comparison with Experimental
Data. The calibration of Lennard-Jones parameters for Nη−
Oδ/ε pairs, as discussed in the previous section, favors the
distance r0

ij that is 3% longer compared to the original setting.
The new r0

ij value has been coded into the ff99SB*-ILDN force
field, thus overriding the standard combination rule for these
particular off-diagonal LJ terms. Using the amended force field,
we have recorded a 3.20 μs trajectory of Sos:wtSH3 beginning
from the crystal coordinates. In what follows, this simulation is
referred to as MD(xray,λ = 1.03) according to the choice of
scaling factor λ. Aside from the change in the force field, all
other details of the MD protocol were exactly the same as in
the original 3.06 μs trajectory, MD(xray,λ = 1.00). The new
simulation is analyzed using the same format as before; the
results are shown in Figures 8−10.
Figure 8 illustrates the fluctuations of the Sos peptide when

attached to the canonical binding site on the surface of wtSH3.
Gold and blue spheres in the graph represent the centers of

mass of the hydrophobic N-terminal segment of Sos and the
arginine-rich C-terminal segment, respectively. The results are
rather similar to those previously obtained from the conven-
tional simulation (cf. Figure 5), although one can also notice
certain differences. In the new trajectory, the hydrophobic
portion of Sos is somewhat better localized in the binding site.
The scatter of the gold spheres in Figure 8 corresponds to a
temperature factor of 31 Å2, which is slightly lower than the
previously obtained value of 35 Å2. At the same time, the
arginine-rich portion of the peptide acquires a somewhat
greater degree of motional freedom, 229 Å2 vs 209 Å2.
These observations lead us to conclude that there is a certain

amount of strain in the Sos:wtSH3 complex. Specifically,
formation of strong salt bridges by the C-terminal portion of
Sos has a certain destabilizing effect on the binding of the N-
terminal portion of Sos. Conversely, weakening of the salt
bridges in the λ = 1.03 simulation creates conditions for tighter
binding of the N-terminal segment. This kind of behavior is
also manifested in Figures 6A and 9A. Shown in these graphs is
the rmsd trace of the Sos peptide, calculated for the structured
portion of Sos (those atoms for which the crystallographic
coordinates are available). The graph from MD(xray,λ = 1.03)
simulation clearly displays less dynamic fluctuations; in
particular, there are no large-amplitude long-lived fluctuations
such as those observed in the MD(xray,λ = 1.00) trajectory.

Figure 9. (A) rmsd of the peptide atomic coordinates relative to the crystallographic structure 1CKB as calculated for the 3.20 μs simulation of
Sos:wtSH3 MD(xray,λ = 1.03). (B and C) Time traces representing the occurrence of peptide−protein hydrogen bonds and salt bridges in the
trajectory. All conventions are the same as in Figure 6. Prominent hydrogen bonds and salt bridges are the same as those found in the
crystallographic structure 1CKB (see Figure 4).
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The average Sos rmsd in the new simulation is 2.1 Å, somewhat
lower than that registered previously, 2.3 Å. Hence, reducing
the strength of salt bridges appears to enhance peptide binding,
which is associated primarily with the well-structured N-
terminal portion of the peptide.
An interesting picture emerges from these observations. The

electrostatic attraction associated with Arg−Glu/Asp pairing
pulls the peptide toward its target, thus efficiently increasing the
kon rate. However, once the peptide is bound the same
electrostatic interactions involving the C-terminal portion of
Sos may no longer be conducive to binding because these
interactions are not necessarily compatible with hydrophobic
contacts and hydrogen bonds formed by the N-terminal
portion of the peptide. In other words, the propensity to form
salt bridges may cause an increase in ku (see Figure 1), thus
slightly degrading the binding affinity. This highlights the dual
role of electrostatic interactions in the context of peptide
binding; they are responsible for dramatic gains in the on rate,
but they may also have a certain destabilizing effect on the
bound state.
The traces shown in panels B and C of Figure 9 illustrate the

time dependence of hydrogen bonds and salt bridges
connecting Sos and wtSH3 throughout the course of the
MD(xray,λ = 1.03) simulation. Obviously, the propensity of the
C-terminal tail to form salt bridges is greatly diminished. On
average, at any given point in time, the C-terminus forms 2.3
salt bridges. This is a 2-fold decrease compared to the original
simulation, where the corresponding number was 4.3. At the
same time, the hydrogen bond contacts are somewhat
strengthened, 2.1 in the altered simulation versus 1.7 in the
original simulation. As already discussed above, the reduced

propensity to form salt bridges removes some of the steric
strain, which, in turn, leads to better hydrogen bonding.
Another way of looking at it would be to determine the

number of contacts formed by the structured portion of the
peptide (for which the crystallographic coordinates are
available) and the remaining unstructured segment. For the
structured portion of Sos, the average number of contacts is 3.0
as determined from the MD(xray,λ = 1.03) trajectory. This
includes the native salt bridge R7−D150, which is largely
preserved in the new simulation, see Figure 9C. The result is
quite similar to the one obtained from the original trajectory
MD(xray,λ = 1.00), where the average number of contacts is
found to be 3.1. At the same time, the data from the
unstructured portion of Sos display some significant differences.
The altered MD simulation predicts, on average, 1.3 contacts in
this area (salt bridges as well as hydrogen bonds), whereas the
original trajectory predicts 2.9 such contacts.
Similar conclusions can be drawn from the analysis of the

solvent accessible surface areas. Considering the N-terminal
segment of Sos, the average buried surface area is essentially the
same in the two simulations, 546 and 544 Å2. At the same time,
there is a significant difference in how the C-terminal segment
is packed against the protein surfacethe packing is less tight
in the modified simulation protocol, 439 Å2 vs 574 Å2.
Finally, the most important element of the validation scheme

is the direct comparison between the MD-derived NMR
parameters and the experimentally measured data (Figure 10).
A brief survey of these results indicates a big improvement
compared to the standard implementation of molecular
dynamics (Figure 7). In particular, the relaxation rates of the
backbone amide groups belonging to residues R9 and R10 are
now in perfect agreement with the experiment. The arginine

Figure 10. Comparison of the experimental (red) and simulated (blue) 15N relaxation parameters and 1H,15N binding shifts for the Sos peptide in
complex with wtSH3. The MD(xray,λ = 1.03) simulation uses the modified version of the Amber ff99SB*-ILDN force field in which the strength of
salt bridge interactions involving Arg and Glu/Asp side chains has been adjusted.
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side-chain results for residues R8 and R9/R10 are also greatly
improved. Furthermore, there is also a noticeable improvement
in binding shifts; specifically, the large shift experienced by 1HN

from residue R8 is now successfully reproduced by the MD-
based calculations. At the same time, for those sites that belong
to the well-structured portion of the peptide, e.g., V4, the level
of agreement between the simulations and experiment remains
unchanged (cf. Figures 7 and 10).
What is the structure/dynamics basis for the improvement

observed in Figure 10? To answer this question, we turn to
dipolar correlation functions underlying the 15N relaxation
rates. The full complement of these correlation functions, for
both backbone and Arg side-chain sites in Sos, is shown in
Figure 11. The plots in the first and third columns show the
correlation functions g(τ) computed to 80% of the trajectory
length. In each case, g(τ) are supposed to converge to a plateau,
reflecting the long-term averaging properties of the particular
1H−15N vector. Although the convergence behavior is far from
perfect, the data are generally sufficient to judge the amount of
disorder at each site. As far as we can tell, the plateau values
derived from MD(xray,λ = 1.00) and MD(xray,λ = 1.03)
trajectories are similar within the uncertainty associated with
incomplete convergence (cf. blue and red curves, first and third
columns in Figure 11). Consider, for instance, the data for
residues R9 and R10. The backbone and side-chain correlation
functions in R9 and R10 essentially decay to zero. This means

that in both trajectories the respective proton−nitrogen vectors
experience complete orientational averaging.
The observations concerning the plateaus of the correlation

functions (i.e., the order parameters) lead us to conclude that
the amplitudes of internal motions in MD(xray,λ = 1.00) and
MD(xray,λ = 1.03) trajectories are actually similar. This
conclusion agrees with the analysis illustrated in Figures 5
and 8, where the differences between the two trajectories are
relatively minor. Therefore, it is not the motional amplitudes
that cause the differences in the simulated 15N relaxation rates.
Rather, it is the time scale of internal dynamics that plays the
key role. The panels in the second and fourth columns of
Figure 11 illustrate the expansion of the simulated correlation
functions to 30 ns. This is the time interval that is relevant for
spin relaxation in the Sos:wtSH3 complex where the tumbling
time is τrot = 7 ns. From these expansion plots, it is obvious that
the internal dynamics in Sos is faster in the altered MD(xray,λ =
1.03) simulation than it is in the original MD(xray,λ = 1.00)
simulation. This observation is relevant for C-terminal residues,
R8−R10; the effect is particularly striking for arginine side-
chain sites (fourth column in Figure 11).
The analysis described above suggests the following picture

of the simulated Sos dynamics. In the MD(xray,λ = 1.00)
trajectory, the C-terminal segment of Sos samples different
conformations, where it often becomes trapped for extended
periods of time because of the overstabilized salt bridges. In

Figure 11. 1H−15N dipolar correlation functions g(τ) for backbone and arginine side-chain sites in Sos as extracted from MD(xray,λ = 1.00) and
MD(xray,λ = 1.03) trajectories of Sos:wtSH3 (blue and red curves, respectively). The correlation functions have been calculated to 80% of the
trajectory length. The expanded view of the initial portion of g(τ), which is relevant for spin relaxation, is shown in the second and fourth columns.
The results reflect internal dynamics of the Sos:wtSH3 complex, with the overall reorientational motion (tumbling) factored out as described in
Materials and Methods. Although it is difficult to tell with certainty, the plateau of the correlation function for backbone amides in residues R7 and
R8 appears to be lower in the MD(xray,λ = 1.00) simulation than in the MD(xray,λ = 1.03) simulation. If this is true, this means that weakening of
the salt bridges in the latter trajectory actually has a partial stabilizing effect on those two residues (similar to what has been discussed in relation to
Figure 8). However, for the sake of discussion, we simply suggest here that the plateau values are similar within the uncertainty of calculations.
Finally, note that the MD(xray, λ=1.03) trajectory, which features faster dynamics, shows better convergence properties than its MD(xray, λ=1.00)
counterpart.
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contrast, in the MD(xray,λ = 1.03) simulation, Sos tends to
interconvert between different conformations more rapidly.
Consequently, this model is more successful in reproducing the
experimental 15N relaxation rates.
Finally, valuable insight into internal dynamics can be

obtained from relaxation data collected at multiple magnetic
field strengths. With this goal in mind, we have measured the
15N relaxation in Sos:wtSH3 also at a proton Larmor frequency
of 500 MHz. The experimental results are summarized in the
left column of Figure 12, where solid and dashed lines represent

600 and 500 MHz data, respectively. The right column shows
the equivalent data calculated on the basis of the MD(xray,λ =
1.03) trajectory. Insofar as the field dependence is concerned,
the agreement between the experiment and the simulation is
very convincing. For relatively rigid sites such as V4, the
outcome is dictated mainly by the overall tumbling time, τrot =
7 ns. However, in the case of flexible residues such as R10, the
results reflect a shorter correlation time, corresponding to the
internal peptide dynamics (cf., for example, panels D and H in
Figure 12).
Simulations of the Binding Process between Sos and

wtSH3. Several years ago, Ahmad, Gu, and Helms30 showed
that it is possible to use MD simulations in explicit solvent to
reproduce peptide binding in a system that is very similar to
Sos:wtSH3 (the only difference is that these authors used a
shorter peptide containing only two C-terminal arginines
instead of four). Here we set out to reinvestigate this problem
using the modified ff99SB*-ILDN force field (λ = 1.03) and
significantly longer simulations. For this purpose, we have

implemented a special protocol (see Materials and Methods).
The initial conformation of the peptide was chosen randomly
from a 2.1 μs trajectory of free Sos. The peptide was then
placed at a certain distance from the surface of the protein
(∼15 Å considering the distance from the center of mass of Sos
to the surface of wtSH3). The initial orientation of Sos was
assigned randomly. The resulting system was used to construct
a water box, allowing for a generous amount of water.
Illustrated in Figure 13A is the initial setup that has been

used to record one of the MD(rand,λ = 1.03) trajectories.
Along with the single simulated wtSH3 molecule, the graph also
shows three periodic images of wtSH3. This representation
makes it possible to appreciate the amount of water in the
system (the empty space in the graph is filled with TIP3P
water). In this particular trajectory, the effective concentration
of the protein is 7.8 mM, which is not too far from the

Figure 12. Experimental and simulated backbone 15N relaxation rates
in the peptide Sos bound to wtSH3 at 600 and 500 MHz spectrometer
frequencies (solid and dashed lines, respectively). The simulated
results are from the MD(xray,λ = 1.03) trajectory.

Figure 13. (A) Initial placement of the peptide and the protein in the
2.28 μs MD(rand,λ = 1.03) trajectory. Along with the actual simulated
protein molecule, the plot also shows three periodic images. The space
between the protein molecules is filled by TIP3P solvent. Even though
the proline-rich sequence in Sos is sterically constrained, it remains
sufficiently flexible in the MD simulation. (B) rmsd of the peptide
atomic coordinates relative to the crystallographic structure 1CKB
(same plotting conventions as in Figure 6). The lowest rmsd value is
just under 1 Å. The simulation is 10-fold longer than those reported by
Ahmad et al.30
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experimentally accessible concentrations (up to 4 mM in our
experimental measurements, see the Supporting Information).
Consequently, there is enough room in this simulation for the
Sos peptide to fully explore the conformational space available
to it, without being squeezed by the protein molecules.
Using this type of procedure, we have recorded thirty

trajectories modeling the binding of Sos to wtSH3, with the
trajectory length ranging from 20 to 265 ns. In nine of these
trajectories the Sos peptide and wtSH3 formed a complex that
was found to be similar, although not identical, to the crystal
structure 1CKB. Of these nine trajectories, we have selected
one that was subsequently extended to 2.28 μs. This trajectory,
termed MD(rand,λ = 1.03), was used to simulate the NMR
observables, which were subsequently compared with the
experimental values.
In the starting frame of the MD(rand,λ = 1.03) trajectory, the

Sos peptide is sufficiently far removed from the surface of
wtSH3, see Figure 13. Initially, the displacement of the Sos
peptide (i.e., rmsd relative to the coordinates of the bound Sos
as found in the crystal structure 1CKB) amounts to 17.6 Å. As
the Sos·wtSH3 encounter complex is formed, the rmsd drops
rapidly to ca. 8 Å. The first salt bridge, R8−E167, is observed
already after 4 ns. However, this turns out to be a transient
interaction that immediately dissipates and subsequently makes
only a few brief appearances throughout the trajectory. It is not
before 45 ns that the two salt bridges are established in a
sufficiently stable manner, R8−D150 and R8−D147. Both of
these salt bridges are non-native. The resulting conformational
state deserves a brief discussion. The pose of the peptide at this
point generally resembles the binding pose found in 1CKB. In
particular, the N-terminal portion of Sos hovers over the
hydrophobic grooves where it is supposed to bind. However,
the conformation of the peptide is not conducive to binding
(there is a certain amount of twist); the peptide lies high above
the surface of the protein and fails to form two signature
hydrogen bonds, P2−Y186 and P5−W169. The hydrophobic
buried surface area remains relatively small, and the peptide
occasionally swings away from the surface of wtSH3 (large
spikes in the initial portion of the graph in Figure 13B).
After some time, this labile state is transformed into a bona

fide complex. At around 270 ns, several conformational
transitions take place, proline rings P2 and P5 slide into the
shallow hydrophobic grooves on the surface of wtSH3, and the
native hydrogen bonds P2−Y186 and P5−W169 are
established. At around 290 ns, the (weak) native salt bridge
R7−E149 is formed. At 320 ns, the non-native salt bridge R8−
D150 is dissolved and replaced with the native salt bridge R7−
D150. As a result of these transformations, by 340 ns the
coordinate rmsd of the Sos peptide drops to 1.3 Å. However,
large fluctuations continue to occur until 550 ns when the
complex is stabilized by the hydrogen bond between the R8
amide group and the E166 side chain, as well as certain
additional salt bridges. After that, the peptide mostly remains
within 2 Å of the crystallographic structure, although it still
experiences substantial fluctuations involving the rearrange-
ments of the C-terminal tail.
The MD(rand,λ = 1.03) trajectory can be used to simulate

relaxation data and binding shifts that can be subsequently
compared with the experimental data, in the same way as
demonstrated previously. For this purpose, we have chosen the
portion of the trajectory that begins at 400 ns (the point at
which the Sos:wtSH3 complex is fully formed). The results are
presented in Figure S3 of the Supporting Information. Briefly,

they are virtually identical to those shown in Figure 10 with one
exceptionbackbone shifts of residue R8 are significantly
smaller than those observed experimentally (and those
predicted on the basis of the MD(rand,λ = 1.03) trajectory).
This deviation is caused by effective weakening of the hydrogen
bond between R8 and the side chain of E166. In the selected
time interval from 400 to 2280 ns, this hydrogen bond is
identified in only 35% of all frames. By comparison, in the
MD(xray,λ = 1.03) trajectory, this proportion reaches 50%.
Most likely, the difference can be attributed to the less-than-
perfect convergence of the MD analyses. As already indicated,
2−3 μs simulations are sufficient to reliably reproduce 15N
relaxation rates, but not necessarily the binding shifts. However,
in principle, we cannot rule out another possibility. It is
conceivable that formation of the Sos:wtSH3 complex has not
been fully completed in the 2.28 μs MD(rand,λ = 1.03)
simulation. Indeed, there are certain systematic differences
between MD(rand,λ = 1.03) and MD(xray,λ = 1.03)
trajectoriesfor example, the former features three intermit-
tent salt bridges involving D147 that are virtually absent in the
latter.
Finally, it is worthwhile to discuss the characteristic time

scales as seen in the MD(rand,λ = 1.03) simulation. Using the
values of kON and kOFF experimentally determined in this study
and the effective concentration of wtSH3 in the MD simulation,
we can estimate that the Sos:wtSH3 complex should be formed
with a time constant of ca. 100 ns and dissolve with a time
constant of ca. 500 μs. These estimates are consistent with the
actual simulation, in which the final complex is formed after ca.
400 ns and the peptide never becomes separated from the
protein over the entire duration of the trajectory. Note that we
have been successful in observing the peptide binding only due
to electrostatic interactions; diffusion-limited binding is much
slower and thus most likely cannot be reproduced in the
relatively short MD simulations.

■ CONCLUSION
MD modeling combined with experimental NMR studies has
been enormously popular in the context of (modestly sized)
globular proteins. Such combined studies produced a wealth of
information, greatly advancing our understanding of protein
dynamics and at the same time stimulating the development of
force fields. However, much of local dynamics in globular
proteins is somewhat generic; e.g., small-amplitude fluctuations
of peptide planes can be accurately predicted on the basis of
protein structure, thus to some degree obviating the need in
specialized MD studies. In contrast, intrinsically disordered
proteins display a rich range of dynamic behaviors that are
uniquely suited for MD and NMR studies. Yet until recently
the progress in this area has been impeded by a lack of adequate
computational resources. Indeed, proper modeling of an IDP
requires a very large water box to accommodate the more
extended protein conformations; it also requires a very long
trajectory to sample the vast conformational space available to
an IDP. All of this has become possible only with the advent of
new computers and the suitably adapted MD algorithms.
In our study, we investigate the protein−peptide system that

features a substantial element of dynamic disorder. For
example, in the MD(rand,λ = 1.03) simulation, we model the
flexible 10-residue peptide, which moves in a stochastic fashion
toward its protein target and then forms a highly dynamic
intermediate before making a transition to the bona fide
complex. Furthermore, even in the bound state, the peptide
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retains a substantial amount of motional freedom, especially the
C-terminal residues. Although the presence of disorder in this
system clearly raises the bar for MD studies (in terms of both
the simulation length and the size of the water box), the
simulation has been successful, reproducing the experimental
NMR data with near-quantitative accuracy. We envisage that in
the near future this methodology will progress from peptides to
small disordered proteins and eventually to large IDPs,
improving our understanding of many aspects of their function,
including the disorder-to-order transition upon binding to their
folded targets.
In this study, we focus on the moderately high affinity (∼1

μM) complex between Sos and wild-type SH3. Comparing the
experimental data (specifically, 15N relaxation rates) with the
results from the state-of-the-art Amber ff99SB*-ILDN simu-
lation, we have found that molecular dynamics overemphasizes
salt bridge interactions between the peptide and the protein.
The tendency to misjudge the strength of salt bridges appears
to be a common affliction of modern fixed-charge force fields.
To address this problem, we have devised a targeted

correction involving the Lennard-Jones potential between the
charged moieties of the Arg and Asp/Glu side chains. This is
clearly an empirical solution; the proper way of approaching
this problem would be to systematically reparameterize the
entire force field. Nevertheless, there is little doubt that off-
diagonal Lennard-Jones parameters associated with salt bridges
need to be reassessed in Amber ff99SB as well as other widely
used force fields. In this sense, we have likely identified an
important target for future optimization of non-polarizable
force fields.
The MD trajectory of Sos:wtSH3 recorded with the altered

force field, Amber ff99SB*-ILDN (λ = 1.03), showed good
agreement with the experiment, specifically, with respect to 15N
relaxation rates and binding shifts (in the latter case, the
outcome is to some degree affected by convergence). As it
turns out, weakening of the salt bridges in the C-terminal
portion of Sos strengthens the binding at the N-terminal
region. This implies that there is a certain amount of conflict
between, on one hand, the salt bridge interactions implicated in
formation of the electrostatic encounter complex and, on the
other hand, hydrogen bonds and hydrophobic packing
indicative of the tight complex. In other words, the interactions
associated with the electrostatic encounter complex do not
necessarily constitute a subset of the interactions found in the
fully formed complex. As it appears, the weakening of the salt
bridges in the λ = 1.03 simulation has an effect not so much on
the amplitudes of motion of the C-terminal residues but on the
respective correlation times. Compared to the original
simulation, the C-terminal tail visits the same conformations
but does not remain in these conformations for quite as long.
Faster conformational exchange is reflected in the spin
relaxation rates, leading to improved agreement with the
experiment.
In this study, we have found the way to probe, via both MD

simulation and experiment, the interactions that are key to the
electrostatic encounter complex. In the second part of this
work, we use the approach developed here to directly
characterize the system that mimics the electrostatic encounter
complex. Specifically, we have designed the double mutant of c-
Crk N-SH3 (Y186L/W169F) in which the binding of the N-
terminal portion of Sos is largely abrogated and the complex is
held together mainly by the salt bridges, thus resembling the
electrostatic encounter complex. The Sos·dmSH3 model has

also been successfully characterized via NMR measurements
and modeled with the help of the (modified) MD protocol.
The results of this work will be described in paper 2.
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Conditions  
r  [ns] 

 
(isotropic 
model / 
axially 

symmetric 
model) 

/D D    [°]   [°] no. of 
residues 

 

2
red  2 1/R R

 
(protein) 

2 1/R R
 

(peptide) 

wtSH3  
HYDRONMR (a) 

3.91 1.05 23 240 53 – 2.62 – 

0.2 mM wtSH3 (15N) 
experiment 

4.08 / 4.08 1.14 14 298 41 0.16 2.73 – 

2 mM wtSH3 (15N) 
experiment 

6.62 / 6.64 1.18 26 331 39 0.49 5.31 – 

2 mM wtSH3  (15N) 
+ 0.5 mM Sos  (15N) 
experiment 

6.77 / 6.77 1.22 29 320 40 0.57 5.51 5.50 (b) 

4 mM wtSH3 
+ 1 mM Sos (15N) 
experiment 

8.69 / –       8.34 (c) 

Tab. S1. Diffusion parameters for wild-type c-Crk N-SH3 in the free form and in the presence of Sos peptide. All 15N 

relaxation measurements have been conducted at 600 MHz spectrometer; the same field strength has been assumed in 

the HYDRONMR calculations.  

(a) The calculation used protein coordinates from the structure 1CKB (the peptide was deleted; the structure is also 

lacking three disordered terminal residues: G132, S133, and R191). The computed diffusion tensor is fully 

anisotropic, but very close to axially symmetric situation (the asymmetry parameter ( ) /yy xx zzD D D  is 0.02). Here 

we report the orientation ( , )   of the long axis for this diffusion tensor. The calculation of the nitrogen relaxation 

rates assumed 1.02 ÅNHr   and 172 ppm.N    

(b) The data from peptide residues V4 and R8, which are a part of the well-structured Sos:wtSH3 complex, are 

included for reference. These data are in good agreement with the protein results (cf. two right-most columns). 

(c) The data from peptide residues V4, R7, and R8, which are a part of the well-structured Sos:wtSH3 complex, are 

used to calculate rot  of the complex (assuming that the tumbling is isotropic). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



A       B

 

Fig. S1. (A) Concentration-dependent chemical shifts from 1HN-15N HSQC titration of wtSH3 report on monomer-

dimer equilibrium in this protein. The data have been fitted on per-residue basis using fast-exchange model, 

mon mon dim dimp p    , where monp  is the fraction of the monomer, = ( 1 8( ) 1) / (4 )mon d dp K c K c  , dimp  is the 

fraction of the dimer, 1dim monp p  , mon  and dim  are respective chemical shifts, c  is the protein concentration, 

and dK  is the dimerization constant. The fitting procedure involves three fitting parameters per residue: mon , dim , 

and dK . For ten residues showing the largest titration shifts we colored the fitting curves gold ( dK  in the range 

from 3 to 8 mM) or green ( dK >10 mM). For residue N146 we also show the result of the fitting assuming that 

monomer-dimer exchange occurs on an intermediate time scale with 5 1 15 10  M sonk     and 1.8 mMdK   (dashed 

line in the plot). This fit represents a simplified version of the treatment implemented by Kovrigin [J. Biomol. NMR, 

v. 53, p. 257, 2012]. (B) Structure of wtSH3 highlighting protein residues with strongest binding affinities. Painted 

in gold are four residues with dK  between 3 and 8 mM (corresponding to the gold fitting curves in panel A). These 

residues, localized in the RT loop, constitute a “hot spot” in the context of weak self-association of wtSH3. Painted 

in grey are four prolines and residue N144, whose resonance is unobservable, presumable due to extreme exchange 

broadening (this residue is directly adjacent to the “hot spot”). Protein coordinates are from the structure 1CKB 

(shown in side view and top view).   

 

 

 

 

 

 



Fig. S2. Chemical shift perturbation map for wtSH3 binding Sos. The data are from the pair of samples containing 

(i) 0.2 mM of 15N-labeled wtSH3 and (ii) 0.2 mM of 15N-labeled wtSH3 together with 1.2 mM of unlabeled Sos. The 

structure is color-coded according to the magnitude of the binding shift 2 2 1/2
H N( )       , where H   and N   

are proton and nitrogen resonance shifts expressed in Hz (for the data collected at 600 MHz spectrometer). The 

residues with   less than 30 Hz are painted blue, the residues with    between 30 and 150 Hz are painted 

yellow, and the residues with   in excess of 150 Hz are painted red. Four proline residues and residue N144, 

where the resonance is broadened beyond detection, are painted grey. Protein coordinates are from the structure 

1CKB (shown in side view and top view). 

 

 

 

 

 

 

 

 

 

 

 

 

 



Fig. S3. Comparison of the experimental (red) and simulated (blue) 15N relaxation parameters and 1H,15N binding 

shifts for Sos peptide in complex with wtSH3. The 2.28 μs simulation MD(rand, 1.03)   starts from the random 

placement of the peptide, see Fig. 13, and uses the modified version of the Amber ff99SB*-ILDN force field 

where the strength of salt-bridge interactions involving Arg and Glu/Asp side chains has been adjusted. The 

simulated rates are calculated based on the portion of the trajectory which begins at 400 ns (the point where the 

Sos:wtSH3 complex is fully formed) and extends to the end of the trajectory. Choosing a different starting point, 

e.g. 600 ns, has no appreciable effect on the results. 
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