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Abstract: Site-directed spin labeling in combination with paramagnetic relaxation enhancement

(PRE) measurements is one of the most promising techniques for studying unfolded proteins. Since

the pioneering work of Gillespie and Shortle (J Mol Biol 1997;268:158), PRE data from unfolded

proteins have been interpreted using the theory that was originally developed for rotational spin

relaxation. At the same time, it can be readily recognized that the relative motion of the paramagnetic

tag attached to the peptide chain and the reporter spin such as 1HN is best described as a translation.

With this notion in mind, we developed a number of models for the PRE effect in unfolded proteins: (i)

mutual diffusion of the two tethered spheres, (ii) mutual diffusion of the two tethered spheres subject

to a harmonic potential, (iii) mutual diffusion of the two tethered spheres subject to a simulated

mean-force potential (Smoluchowski equation); (iv) explicit-atom molecular dynamics simulation. The

new models were used to predict the dependences of the PRE rates on the 1HN residue number and

static magnetic field strength; the results are appreciably different from the Gillespie–Shortle model.

At the same time, the Gillespie–Shortle approach is expected to be generally adequate if the goal is to

reconstruct the distance distributions between 1HN spins and the paramagnetic center (provided that

the characteristic correlation time is known with a reasonable accuracy). The theory has been tested

by measuring the PRE rates in three spin-labeled mutants of the drkN SH3 domain in 2M guanidinium

chloride. Two modifications introduced into the measurement scheme—using a reference compound

to calibrate the signals from the two samples (oxidized and reduced) and using peak volumes instead

of intensities to determine the PRE rates—lead to a substantial improvement in the quality of data.

The PRE data from the denatured drkN SH3 are mostly consistent with the model of moderately

expanded random-coil protein, although part of the data point toward a more compact structure

(local hydrophobic cluster). At the same time, the radius of gyration reported by Choy et al. (J Mol

Biol 2002;316:101) suggests that the protein is highly expanded. This seemingly contradictory

evidence can be reconciled if one assumes that denatured drkN SH3 forms a conformational

ensemble that is dominated by extended conformations, yet also contains compact (collapsed)

species. Such behavior is apparently more complex than predicted by the model of a random-coil

protein in good solvent/poor solvent.

Additional Supporting Information may be found in the online version of this article.
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Introduction

All proteins begin their life cycle in the disordered

state. The majority is subsequently folded in a chaper-

one-aided folding process. A substantial fraction

remains disordered and fulfills its biological function

in disordered state.1,2 In both situations, correct opera-

tion of the cell machinery depends on its ability to

differentiate between different unfolded proteins. This

ability, in turn, depends on the distinctive structural

features of specific disordered proteins.

For disordered proteins, the concept of structure

is understood in terms of probabilistic preferences.

The disordered protein can be viewed as a broad

ensemble of interconverting conformational species,

where some of the species occur with higher probabil-

ity than the others. Often, the discussion is framed in

terms of ‘‘residual structure.’’3–5 In defining the resid-

ual structure, one makes a tacit reference to the

idealized random coil—it is assumed that random coil

possesses no structure; hence, any conformational

preferences that distinguish the unfolded protein from

the random coil are classified as residual structure.

Among many potential conformational preferen-

ces, most prominent are the tendencies to form hydro-

phobic clusters and prototypical secondary structure

elements (the two tendencies appear to go hand-

in-hand).6,7 The convergence of these tentatively struc-

tured regions eventually leads to a formation of a

molten globule, a state with an increased amount of

structural order.8 It should be emphasized however

that a broad class of unfolded proteins behave essen-

tially as random-coil polymers with only modest

propensity for residual structure. This is put into evi-

dence, for example, by the data on hydrodynamic radii

and radii of gyration of chemically denatured pro-

teins.9–11 The random-coil-like behavior of unfolded

proteins has been sometimes underappreciated, since

much (deserved) attention has been given to the inves-

tigation of residual structure. It is this category of

proteins, where disorder prevails over order, which is

the focus of the present article.

Spectroscopic methods that are best suited for

structural characterization of folded proteins tend to

falter in the case of unfolded proteins. Clearly, high-

resolution X-ray crystallography is impossible in the

intrinsically disordered systems. NMR spectroscopy

fares much better, as proton exchange,12 chemical

shifts,13 heteronuclear relaxation rates,14 scalar cou-

plings,15 and residual dipolar couplings16 have all been

used to obtain valuable information about unfolded

proteins. However, NOE experiments, which provide

the bulk of structural information in NMR studies of

folded proteins, prove to be of limited value. Indeed,

very few long-range contacts can be identified in

unfolded proteins.17–20 The fundamental reason for

this is that in highly fluid systems the contacts

between distal protons are too short-lived to produce a

substantial NOE transfer. In this situation, to detect

the elements of the long-range order, one has to rely

on interactions that are stronger than 1HA
1H magnetic

dipolar interaction.

A number of experimental techniques exist that

can produce long-range site-specific constraints for

disordered protein ensembles: electron transfer,21

disulfide bond formation,22 FRET,23 ESR,24 and NMR

paramagnetic relaxation enhancement (PRE) experi-

ments.25 The PRE technique is particularly attractive:

(i) it provides a multitude of constraints from a single

protein sample, (ii) relatively compact paramagnetic

labels can be placed at different sites along the

polypeptide chain with minimum perturbation to the

system, and (iii) the results can be quantitatively inter-

preted since the process of nuclear spin relaxation is

generally well understood.

In PRE studies of unfolded proteins, site muta-

genesis is typically used to produce a protein with a

single cysteine residue in a desired position. This cys-

teine is then tagged with thiol-reactive nitroxide label.

In principle, there are many other ways to introduce

paramagnetic centers into the system—through native

or engineered metal-binding sites, peptide synthesis

involving nonnatural amino acids, contrast agent mol-

ecules added to the solvent, and so forth. In this arti-

cle, however, we concentrate on the most widely used

thiol-reactive methanethiosulfonate spin label

(MTSL).25–27 The nitroxide label causes paramagnetic

dipolar relaxation of nuclear spins; the corresponding

PRE values can be translated into the effective distan-

ces between the paramagnetic center and the reporter

spins (typically, amide protons). In this manner, one

can detect the tendency of the peptide chain to form

certain specific contacts. By scanning a series of sam-

ples with different placement of the MTSL label, a

fairly detailed picture of the residual structure can be

obtained.25,28–32

Although PRE is arguably the most valuable

experimental technique for structural characterization

of unfolded proteins, the proper theoretical treatment

of this effect is conspicuously lacking. To understand

the origin of PRE in the unfolded protein, it is neces-

sary to consider various sources of stochastic dynamics

in the system. The dipolar interaction between the

unpaired electron spin of MTSL (S) and the backbone

amide 1HN spin (I) is modulated by: (i) reorientation
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of the IS vector in the laboratory frame of reference,

(ii) variation of the distance rIS, and (iii) stochastic

transitions of the electron spin S. The latter process is

much slower than the first two. Specifically, the corre-

lation time relevant for the standard PRE experiment

is the electron spin-lattice relaxation time T1,S.
33 The

ESR studies of the protein-bound MTSL label con-

ducted at room temperature and static magnetic field

0.3 T report T1,S values on the order of several micro-

seconds.34,35 At higher magnetic field, T1,S becomes

even longer.36,37 This process, therefore, is several

orders of magnitude slower than the segmental motion

of the unfolded polypeptide chain (motional modes (i)

and (ii), characteristic time �1 ns). Consequently, elec-

tron spin relaxation has no bearing on paramagnetic

relaxation of nuclear spins.

Under these circumstances, the PRE effect is

determined by the motional modes (i) and (ii). The

theoretical treatment of this situation was first formu-

lated in the pioneering work by Gillespie and

Shortle.25,28 In effect, their treatment is equivalent to

the model of a folded protein undergoing slow confor-

mational exchange (while maintaining roughly the

same overall shape). In this model, paramagnetic

relaxation is controlled by the overall tumbling

correlation time, srot, which is uniform across the

protein. On the other hand, the distances rIS vary on a

time scale that is much longer than srot and, therefore,

enter in the expressions for the paramagnetic relaxa-

tion rates as hr�6
IS i. Following the work by Gillespie

and Shortle, much effort was put into modeling of

hr�6
IS i for structural ensembles representing unfolded

proteins and predicting the relevant probability

distributions.30,38–40

While the Gillespie–Shortle model is, perhaps,

relevant for the case of the compact molten globule

with reduced internal mobility (approaching the folded

protein limit), it does not fit very well the case where

the protein is strongly disordered and behaves essen-

tially as a random coil. Indeed, in this case, the

relative motion of the paramagnetic center and the

amide 1HN is best described as relative translation and

the conventional formulas for rotational relaxation do

not apply. As the polypeptide chain twists and turns,

both the orientation of the dipolar vector and its

length fluctuate. In this situation, both motional

modes (i) and (ii) are relaxation-active. Clearly, the

relative translational motion of the two spins is subject

to constraints—they cannot come closer than allowed

by the van der Waals forces and cannot move farther

apart than the length of the chain that connects them.

Generally speaking, there is a probability distribution

associated with the IS vector, P(rIS), that can be taken

into consideration by introducing the appropriate

mean-force potential. Thus, to properly model the

PRE effect in the unfolded proteins, one needs to solve

the problem of translational diffusion in restricting

potential. This problem is closely related to the one

encountered in the studies of intermolecular paramag-

netic relaxation.41,42

Gillespie and Shortle acknowledged the tentative

character of their model, pointing out that ‘‘its applica-

tion to a denatured protein . . . raises a number of

technical issues and dilemmas that cannot be fully

resolved.’’25 Furthermore, they allowed for a generous

uncertainty margin, �5 Å, for the effective distances

hr�6
IS i�1/6 extracted from the experimental PRE data. A

margin of that size is likely to absorb the error arising

from the crudeness of the model. The loose character

of the PRE-derived restraints was also stressed by the

other investigators.38 Nevertheless, it is clearly desira-

ble to construct a theory that would provide a more

sound physical and mathematical description of the

PRE effect in the unfolded proteins. Such theory can

improve the accuracy of the PRE-derived restraints

and clarify the limits of applicability of the Gillespie–

Shortle model. In this article, we seek to develop this

kind of theoretical framework.

The article is structured as follows. In the

‘‘Theory’’ part, we first present an overview of the PRE

effect in unfolded proteins. In the second section, the

Gillespie–Shortle model is briefly reviewed. In the

third section, we present the analytical results for the

model of two spheres diffusing in a square-well poten-

tial. In the fourth section, semianalytical expressions

for the spheres diffusing in a harmonic potential are

given. In the fifth section, the procedure for evaluating

the PREs by numerically solving the equation of diffu-

sion in an arbitrary potential (i.e. Smoluchowski equa-

tion) is discussed. Finally, in the sixth section, molec-

ular dynamics (MD) simulations aimed at the

modeling of the PRE effects are described. In the

‘‘Theoretical Predictions’’ section, we consider the

dependences of the PREs on the relative placement of

the two spins in the polypeptide chain and on the

static magnetic field strength. In addition, we use the

MD simulation results to test the validity of the Gilles-

pie–Shortle model. Finally, in the ‘‘Experimental

Results’’ section, we discuss the experimental proce-

dures used to measure the PRE rates in MTSL-tagged

proteins. The original experimental data from dena-

tured samples of Drosophila drk N-terminal SH3

domain (drkN SH3) and ubiquitin are reported and

discussed in relation with the developed theoretical

models.

Theory

Overview

Paramagnetic dipolar relaxation of the nuclear spin

I ¼ 1/2 by the electron spin S ¼ 1/2 is described

by:43,44

Rpmag
2 ¼ PRE ¼ 1

20
D2

IS 4Jð0Þ þ 3JðxIÞð Þ (1:1)
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Rpmag
1 ¼ 1

10
D2

IS 3JðxIÞð Þ (1:2)

JðxÞ ¼
Z

1

0

gðsÞ cosðxsÞds (2)

gðsÞ ¼ 4p
Y �
20ðXISðtÞÞ
r3ISðtÞ

Y20ðXISðt þ sÞÞ
r3ISðt þ sÞ

� �

(3)

where Rpmag
2 and Rpmag

1 are the transverse and longitu-

dinal paramagnetic relaxation rates, respectively, J(x)

is the spectral density function, g(s) is the dipolar cor-

relation function, Y2m(X) are spherical harmonics,

XIS(t) are the time-dependent polar angles of the vec-

tor connecting the two interacting spins, and rIS(t) is

this vector variable length. The interaction constant in

Eq. (1) is DIS ¼ (l0/4p)lBgScI, where l0 is the mag-

netic permeability of vacuum, lB is the Bohr magne-

ton, cI is the nuclear spin gyromagnetic ratio, and gS
is the electron spin g factor. For the MTSL label gS ¼
2.0058,45 which leads to DIS ¼ 4.9764 � 10�22 m3 s�1

for dipolar interaction between the MTSL and 1HN.

Normally, the PRE experiments target the quantity

R
pmag
2 ; we shall refer to it as the PRE rate.

Consider a simplified model where 1HN and the

MTSL nitroxyl moiety are represented as a pair of

spheres connected by a string, Figure 1. The distance

of closest approach for the two spheres is equal to the

sum of their radii, denoted by d0. The distance of

maximum separation corresponds to the fully extended

string and is denoted by L, Figure 2(a). The relative

motion of the two spheres can be modeled as a diffu-

sion process (segmental diffusion in a polymer chain).

The vector rIS connecting the centers of the two

spheres is characterized by the probability distribution,

P(rIS, XIS). Since in isotropic solution the orientational

dependence is trivial, this distribution is reduced to

P(rIS). The pair correlation function (pcf) P(rIS) in an

unfolded protein is, generally speaking, nontrivial; the

specific form of P(rIS) can be emulated by introducing

the mean-force potential, U(rIS) ¼ �kBT ln P(rIS),

where kB is the Boltzmann constant and T is tempera-

ture. By doing so, the problem is cast in terms of mu-

tual diffusion of the two particles subject to a restrain-

ing potential. For instance, Figure 2(a,b) illustrates the

case where one of the particles is placed at the origin,

whereas the other diffuses in the restricted region of

space between the two concentric spheres, of radii d0
and L. This specific motion is termed ‘‘diffusion in a

square-well potential’’ in accordance with the shape of

Figure 1. Model of the two spherical particles on a string.

[Color figure can be viewed in the online issue, which is

available at www.interscience.wiley.com.]

Figure 2. Schematic representation of the restraining

potentials in different diffusion models: (a,b) reflecting-wall

boundary conditions and the corresponding square-well

potential; (c) harmonic potential; (d) numerically defined

potential; (e) force-field potential as employed in the MD

simulations. [Color figure can be viewed in the online issue,

which is available at www.interscience.wiley.com.]
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U(rIS). Other forms of U(rIS) investigated in this study

are illustrated in Figure 2(c–e).

Note that in reality the system diffuses over a

complex energy landscape, such as schematically illus-

trated in Figure 2(e).46 The one-dimensional function

U(rIS), Figure 2(b–d), represents a ‘‘collapsed’’ version

of this complex surface. In the one-dimensional model,

it is also assumed that the diffusion coefficient Dtr is

constant and does not depend on the coordinates of

the system in the phase space.

Model 1: Slow segmental diffusion (Gillespie–

Shortle model)

In their pioneering work, Gillespie and Shortle sug-

gested that Eqs. (2) and (3) for the PRE spectral den-

sities can be evaluated as25,28:

JðxÞ ¼ 1

r6IS

* +

srot

1þ x2s2rot
(4)

where srot is the correlation time of the overall molecular

tumbling. Strictly speaking, this model is valid if segmen-

tal diffusion in the polypeptide chain is much slower than

the overall tumbling, that is, in the case of dense molten

globule, approaching the limit of the folded protein. The

attraction of this model is that the effects of the structure

and dynamics are separated (albeit in an ad hoc manner).

The structural variability manifests itself only in the hr�6
IS i

part, which can be readily calculated using any given

model pcf, P(rIS). For the sake of illustration, we consider

the simplest form of P(rIS) consistent with extensive con-

formational exchange in unfolded protein [cf. Fig. 2(a,b)]:

PðrISÞ ¼
0 rIS < d0 and rIS > L
4p
3 ðL3 � d3

0Þ
� ��1

d0 < rIS < L

"

(5)

which immediately yields

JðxÞ ¼ 1

d3
0L3

srot

1þ x2s2rot
(6)

This result suggests that with the increasing separa-

tion L between the two spin sites in the polypeptide chain

the PRE rates drop as L�3. The segmental diffusion in Gil-

lespie–Shortle model is assumed to be slow on the time

scale of the overall tumbling, str � srot. At the same time,

it is reasonable to expect that segmental diffusion is fast

on the time scale of chemical shift variations, str � Dx�1
H ,

so that the observations are not hampered by exchange

broadening (which, in fact, happens in many unfolded

proteins25). The first condition, str � srot, is highly re-

strictive; it will be lifted in the following sections.

Model 2: Diffusion in a square-well potential

In the unfolded protein with random-coil-like behav-

ior, the relative motion of the 1HN spin and the MTSL

spin is best described in terms of mutual diffusion. The

simple model illustrated in Figure 1 remains the most

obvious choice. There is a single characteristic time to

the problem, that of segmental (translational) diffusion,

str ¼ d2
0/Dtr. Unlike in the Gillespie–Shortle model, no

assumptions are made about the length of str (there is

also no need to invoke the correlation time srot, since

this measure is not particularly meaningful for a ran-

dom-coil polymer). In the radial direction, the diffusion

is bounded by the two reflecting walls: at rIS ¼ d0, cor-

responding to the distance of closest approach between

the particles, and at rIS ¼ L, corresponding to the fully

stretched chain [see Fig. 2(a,b) and Eq. (5)]. In the lat-

eral direction, the diffusion is free. The solution to this

problem is summarized below (complete derivation can

be found in the Supporting Information):

JðxÞ ¼ 1

d3
0

3

L3 � d3
0

X

1

k¼1

ak

s
ðkÞ
tr

1þ xs
ðkÞ
tr

� �2 (7:1)

ak ¼
Z

k

1

x�1qkðxÞdx

0

@

1

A

2
,

Z

k

1

x2q2kðxÞdx

0

@

1

A (7:2)

k ¼ L=d0 (7:3)

qkðxÞ ¼ n0
2ðbkÞj2ðbkxÞ � j02ðbkÞn2ðbkxÞ: (7:4)

Here j2(x) and n2(x) are spherical Bessel functions

of the first and the second kind, respectively,

j2ðxÞ ¼
3

x3
� 1

x

� �

sin x � 3

x2
cos x (7:5)

n2ðxÞ ¼ � 3

x3
� 1

x

� �

cos x � 3

x2
sin x; (7:6)

the prime attached to j2 and n2 denotes the derivative:

f 0ðaÞ ¼ df ðxÞ
dx

�

�

�

�

x¼a

; (7:7)

and bk stands for the kth root of the following equa-

tion:

j02ðbÞn0
2ðkbÞ � n0

2ðbÞj02ðkbÞ ¼ 0: (7:8)

Finally, the multiple correlation times s
ðkÞ
tr are

expressed as

s
ðkÞ
tr ¼ str=b

2
k: (7:9)

Multi-Lorentzian spectral density function, such

as the one given by Eq. (7.1), represents a general so-

lution for a stationary Markovian process that obeys

detailed balance conditions.47 Various examples of

multi-Lorentzian spectral densities have been surveyed

by Halle et al.48

The results Eqs. (7.1)–(7.9) are equivalent to the

ones obtained by Bertil Halle in his analysis of inter-

molecular relaxation, although the mathematical
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formulation is different.49 Halle treated a system

where spherical molecules bearing spin S are confined

to the surface layer of a (large) spherical molecule

bearing spin I. It should be noted that numerical

implementation of Halle’s formulas requires certain

precautions because of the singularities that occur

therein. We also find it advantageous that Eq. (7.1)

puts into evidence the multi-Lorentzian character of

the spectral density. Aside from that, the two sets of

formulas are equally suitable for the purpose of

numeric calculations and produce identical results.

The result Eqs. (7.1)–(7.9) reproduces two familiar

limiting cases. The case k ¼ 1 corresponds to a rigid

dumbbell-shaped molecule, where two spheres are in

direct contact with each other. The spectral density is

then reduced to

JðxÞ ¼ ð1=d6
0Þsrot=ð1þ x2s2rotÞ (8)

where srot ¼ d2
0/6Dtr. On the other hand, in the limit

k ¼ 1, the model represents two spherical particles

connected with an infinitely long string, that is, effec-

tively a pair of freely diffusing particles. In this case,

the expression for spectral density asymptotically con-

verges to the formula for translational relaxation41,50:

JðxÞ ¼ 4

9

1

d3
0L3

str
1þ 5

ffiffi

2
p

8 ðxstrÞ1=2 þ 1
4xstr

1þ
ffiffiffi

2
p

ðxstrÞ1=2 þ xstr þ
ffiffi

2
p

3 ðxstrÞ3=2 þ 16
81 ðxstrÞ

2 þ 4
ffiffi

2
p

81 ðxstrÞ5=2 þ 1
81 ðxstrÞ

3

0

@

1

A (9)

Note the distinctive behavior at low magnetic

fields: for k ¼ 1 the spectral density declines as

Jð0Þ � const � ffiffiffiffi

x
p

, whereas for k ¼ 1 the low-field

asymptote is J(0) � const � x2.51

Finally, Eqs. (7.1)–(7.9) can be dramatically sim-

plified when the spectral density at zero frequency,

J(0), is evaluated. Using the symbolic computation

module of MATLAB,52 we obtained

Jð0Þ ¼ 1

d3
0L3

struðkÞ (10:1)

uðkÞ ¼ k2ð32k4 þ 37k3 þ 42k2 þ 37kþ 32Þ
72ðk2 þ kþ 1Þðk4 þ k3 þ k2 þ kþ 1Þ (10:2)

In the limiting cases of k ¼ 1 and k ¼ 1, this

expression reduces to (1/d3
0L

3)(1/6)str and (1/d3
0L

3)

(4/9)str, respectively.

The latter result suggests that the effect of dynam-

ics on the residues proximal to the MTSL label (i.e.,

separated by a short segment of a chain) and the dis-

tant residues (separated by a long segment of a chain)

is appreciably different. Note however that experimen-

tal observation of the PREs close to the MTSL site is

impossible using conventional techniques (such meas-

urements would require specialized experiments with
13C detection53,54). Furthermore, the steep distance de-

pendence tends to mask the difference between the

motional factors such as (1/6)str and (4/9)str.

The biggest weakness of the above approach is

that the rectangular pair-correlation function, Eq. (5),

is greatly oversimplified. It is clear, for instance, that

finding a polypeptide chain in its most extended con-

formation is a rare happenstance, and the probability

P(rIS ¼ L) should be, therefore, negligibly small. This

is not what is predicted by Eq. (5). The treatments uti-

lizing more realistic pcfs are described in the following

three sections.

Model 3: Diffusion in harmonic potential

The problem of the dipolar relaxation of the two spins

diffusing in the harmonic potential has been treated

by Ullman.55 It should be noted, however, that this

treatment is deficient in two aspects: (i) the condi-

tional probability P(r0, X0, 0|r, X, s)
41 does not con-

verge to the equilibrium distribution P(r, X) at s ! 1,

and (ii) the boundary conditions are implemented

incorrectly as the two particles can diffuse through

each other (although the dipolar interaction is effec-

tively ‘‘switched off’’ for a period of time when the dis-

tance between the two spins falls below d0). The same

inconsistencies appear in the Abragam’s treatment of

translational relaxation43; as pointed out by Hwang

and Freed, correcting these problems leads to signifi-

cant changes in the predicted relaxation rates.41,56

Finally, it should be noted that Ullman’s result for

J(x) takes a form of a triple integral which cannot be

easily evaluated because of severe singularities.

In this work, we present a rigorous result for the

spectral density at zero frequency, J(0), for the model

involving harmonic potential. While a general result

for J(x) can be produced by means of the numeric

scheme (see next section), it is useful to have a com-

putationally efficient and relatively compact expression

for J(0) that dominates the PRE rates. In our model,

one of the particles is placed at the origin while the

other diffuses in the space enclosed between two

concentric spheres, of radii d0 and L. The second par-

ticle is also subjected to the effect of the restraining

potential [Fig. 2(c)]:

UðrISÞ ¼ kBT
r2IS
2r2

(11)

where the significance of parameter r is discussed

later. Note that the harmonic potential is not dictated

by the actual atomic forces—rather it is a ruse to
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reproduce the Gaussian distribution P(rIS) characteris-

tic of the random-flight polymers.

In our theoretical treatment, we follow the recipe

developed by Szabo et al.57 In brief, these authors

showed how the time integral of the correlation func-

tion (i.e., J(0)) can be obtained without recourse to

explicit solution of the Smoluchowski equation.

Instead, the problem has been reduced to an inhomo-

geneous differential equation that can be readily inte-

grated. We summarize the obtained results below (the

calculation details can be found in the Supporting

Information):

Jð0Þ ¼ str

3d2
0r

4

1

ðI2ðL=rÞ � I2ðd0=rÞÞ

�
Z

L=r

d0=r

z�4ða1 þ a2I4ðzÞ þ I1ðzÞÞdz ð12:1Þ

I1ðzÞ ¼ 1� exp � z2

2

� �

(12:2)

I2ðzÞ ¼
ffiffiffi

p

2

r

erf
z
ffiffiffi

2
p

� �

� z exp � z2

2

� �

(12:3)

I4ðzÞ ¼ 3

ffiffiffi

p

2

r

erf
z
ffiffiffi

2
p

� �

� ðz3 þ 3zÞ exp � z2

2

� �

(12:4)

a1 ¼
R0
2ðLÞR0

3ðd0Þ � R0
2ðd0ÞR0

3ðLÞ
R0
1ðLÞR0

2ðd0Þ � R0
1ðd0ÞR0

2ðLÞ
(12:5)

a2 ¼
�R0

1ðLÞR0
3ðd0Þ þ R0

1ðd0ÞR0
3ðLÞ

R0
1ðLÞR0

2ðd0Þ � R0
1ðd0ÞR0

2ðLÞ
(12:6)

R1ðrÞ ¼
r

r

� �3

exp
1

2

r

r

� �2
� �

(12:7)

R2ðrÞ ¼ I4
r

r

� �

R1ðrÞ (12:8)

R3ðrÞ ¼ I1
r

r

� �

R1ðrÞ (12:9)

The prime in Eqs. (12.5) and (12.6) denotes the

derivative with respect to r, Eq. (7.7).

The question remains as to how to select the pa-

rameter r, Eq. (11). The choice is largely empirical—

low r value corresponds to a more compact chain,

while high r describes an expanded chain. For ideal

polymer chain r ¼ l=
ffiffiffi

3
p

, where l is the root-mean-

square distance between the ends of the chain (in our

case, the distance between the paramagnetic label and

the selected HN atom). Importantly, l can be related to

the number of segments in the chain which connects

the two particles:58

l ¼ bð nHN � nMTSLj j þ ntagÞ1=2 (13)

Here b is the effective length of the monomer

(i.e., amino acid), nHN and nMTSL are the residue num-

bers of the amino acids carrying the 1HN reporter spin

and the MTSL tag, respectively, and ntag accounts for

the length of the tag per se. The relationship Eq. (13)

supplements the results Eqs. (12.1)–(12.9) in one

important way: it introduces the explicit dependence

on the residue number. Strictly speaking, however,

this relationship is not a part of the model leading to

Eqs. (12.1)–(12.9).

Two familiar limiting cases can be recovered from

the results Eq. (12.1)–(12.9). The limit r ! 0 corre-

sponds to a pair of spherical particles connected with

an infinitely stiff spring. The relative translation of the

two particles in this situation is quenched and J(0)

turns into purely rotational spectral density, Eq. (8).

On the other hand, if the spring is infinitely soft, r !
1, then the present model reproduces the case of the

square-well potential. Under these conditions, the

results Eqs. (12.1)–(12.9) for J(0) are equivalent to

Eqs. (10.1)–(10.2). While harmonic restraining poten-

tial, Eq. (11), is adequate for modeling of the general-

ized polymer coil, it has a number of obvious short-

comings. For example, it fails to take into

consideration the finite size of the polypeptide chain.59

It is clearly desirable to use a more realistic potential

representative of a specific primary sequence. Such an

improved treatment is presented in the next section.

Model 4: Diffusion in numerically defined

realistic potential

Below, we outline the ‘‘hybrid’’ approach to the calcu-

lation of the PRE in unfolded proteins. In this

approach, the pcf P(rIS) is constructed using molecular

modeling/MD techniques. The potential of the mean

force, which controls the relative position of the two

spins, is then defined in a standard fashion as U(rIS)

¼ �kBT ln P(rIS). On the other hand, the relative

motion of the spins is treated as simple diffusion pro-

cess, same as in the previous models. The result is the

Smoluchowski equation for diffusion in the (numeri-

cally defined) potential U(rIS). The algorithm for solv-

ing this equation, adapted for the problem of intermo-

lecular nuclear spin relaxation, has been described by

Hwang and Freed.41 This algorithm, with several

minor modifications, is employed in our study.

To produce the realistic pcf P(rIS), we generated a

large ensemble of the MTSL-tagged protein structures.

Consider, for example, the specific example of the A3C

mutant of the protein drkN SH3.

First, the random conformation of drkN SH3 A3C

was generated using the program TraDES (FOLD-

TRAJ).60 The input parameters in TraDES were set as

recommended by Forman-Kay and coworkers.61 It has

been demonstrated that this program provides a rea-

sonable sampling of the conformational space sampled

by unfolded proteins.61,62

As a next step, an MTSL tag was attached to the

protein molecule in silico. The topology of the MTSL,

as coded by Battiste,63 was taken from the Xplor-NIH
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package.64 The conformation of the linker connecting

the 5-membered ring of MTSL to the protein backbone

was initially randomized (the torsional angles v1 – v5

were set to random values).

The resulting construct, drkN SH3 A3C-MTSL,

was optimized in the Xplor-NIH (1 ps of MD in a vac-

uum at a temperature of 800 K, followed by 200 steps

of Powell energy minimization; CHARMM22 force

field). The point charges for MTSL (previously

reported65 and recalculated by us using Gaussian66)

were not included in the final series of calculations.

Indeed, it was found that including the charges leads

to some instances where the MTSL ring becomes

tightly packed against the protein chain (essentially,

an artefact from the structure calculations in vacuo).

Using this protocol, an ensemble comprised of

50,000 random conformations of the MTSL-tagged

A3C drkN SH3 has been formed. This ensemble was

used to generate distance histograms for distances

between the unpaired electron, S, and the amide pro-

ton from nth residue, I. In doing so, it was assumed

that the unpaired electron is localized at the nitrogen

atom of the MTSL ring.68 The histogram entries were

then normalized and divided by 4pr2ISdrIS to arrive at

the desired pcf, P(rIS). Figure 3 shows the examples of

P(rIS) for the amide proximal to the paramagnetic cen-

ter, as well as the distant amide (residues Cys 3 and

Ile 53, respectively).

The histogram-derived P(rIS) data (indicated with

circles in Fig. (3)) were smoothened and interpolated,

leading to continuous representation (solid line in Fig.

3). The points where P(rIS) turns into zero (marked

with arrows in the plot) are taken to be the distance of

closest approach, d0, and the distance of maximum

separation, L. The smoothened pcf has been used to

evaluate the effective force that enters into the Smolu-

chowski equation, as described below.

The Smoluchowski equation for diffusion of the

particle in the potential U(r) has been discussed in

some detail by Hwang and Freed.41 It is convenient to

cast this equation in terms of the dimensionless dis-

tance, x ¼ r/d0, and then discretize it on a uniform

grid, x0 ¼ 1, x1 ¼ 1 þ D, x2 ¼ 1 þ 2D, . . ., xN ¼ k. Fol-

lowing a series of transformations, this leads to the

system of linear equations:

½�W þ B� iðxstrÞE	Q ¼ R (14)

that needs to be solved with regard to the column vec-

tor Q (which is in turn used to calculate J(x), see

below). The column vector R is composed of the ele-

ments P(d0xi)/x
2
i with i ¼ 0, 1, 2, ..., N. The transition

matrix W is defined as follows (only nonzero elements

are listed):

Wi;i�1 ¼
1

D2 þ
FðxiÞ
2D

(15:1)

Wi;i ¼ � 2

D2 �
Fðxiþ1Þxiþ1 � Fðxi�1Þxi�1

2xiD
(15:2)

Wi;iþ1 ¼
1

D2 �
FðxiÞ
2D

(15:3)

This definition holds for all elements from the

three main diagonals of the matrix, except those for

which i ¼ 0 and i ¼ N:

W0;0 ¼ x1

x0

	 


� 2

D2 �
Fðx1Þ
D

� �

(15:4)

W0;1 ¼
2

D2 �
Fðx0Þ
D

(15:5)

WN ;N�1 ¼
2

D2 þ
FðxN Þ
D

(15:6)

Figure 3. Selected pair correlation functions P(rIS) from ensemble simulations of drkN SH3 A3C-MTSL. Represent the

distance distribution between the paramagnetic center and the amide protons from residues Cys 3 and Ile 53. The data

shown (red circles) are derived from the histograms representative of 50,000 random protein conformations generated with

the help of the programs TraDES and Xplor-NIH. The data were partially smoothened by fitting all points on the histogram

with seventh order polynomial, and then interpolated using piecewise cubic Hermite polynomials67 (blue lines). The arrows

mark the distance of closest approach, d0, and the distance of the maximum separation, L. Note that programs other than

TraDES have also been successfully used to generate conformational ensembles for disordered proteins.4 [Color figure can

be viewed in the online issue, which is available at www.interscience.wiley.com.]
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WN ;N ¼ xN�1

xN

	 


� 2

D2 þ
FðxN�1Þ

D

� �

(15:7)

The definitions Eqs. (15.4)–(15.7) correspond to

the reflecting wall boundary conditions at r ¼ d0 and

r ¼ L. The elements Wi,j so defined satisfy the proba-

bility conservation condition:

X

N

i¼0

cixiWi;j ¼ 0 ðj ¼ 0; 1;2; . . . ;NÞ (16)

where ci is the integration weighting coefficient, ci ¼ 1

for all i except the end points, c0 ¼ cN ¼ 0.5. The force

that enters into the transition probability matrix W is

FðxjÞ ¼ � 1

kBT

dUðd0xÞ
dx

�

�

�

�

x¼xj

¼ d lnPðd0xÞ
dx

�

�

�

�

x¼xj

(17)

Finally, Eq. (14) includes the diagonal matrix B,

Bi,i ¼ 6/x2i , and the term (xstr)E, where E is the unity

matrix, x is a Larmor frequency chosen to sample the

spectral density, J(x), and str is equal to d2
0/Dtr. It can

be readily noted that the matrix �W þ B � i(xstr)E in

the Eq. (14) is tridiagonal. The equation can be, there-

fore, efficiently solved using the Thomas algorithm.69

The column vector Q obtained from solving Eq. (14) is

then used to construct the spectral density J(x):

JðxÞ ¼ 2p
D

Dtrd0

X

N

i¼0

ci
RefQig

x2i
(18)

To test the performance of this algorithm, we con-

ducted the calculations using the uniform pcf, Eq. (5).

The results proved to be in perfect agreement with

those obtained from the analytical treatment, Eqs.

(7.1)–(7.9).

The procedure presented in this section consti-

tutes a major improvement over the simplistic model

involving the square-well effective potential. Neverthe-

less, it is important to realize that the described

formalism has some serious limitations. Indeed, real

proteins evolve in a phase space of very high dimen-

sion, diffusing over the rugged potential energy sur-

face.46 In the current treatment, this complex potential

surface is ‘‘collapsed’’ and reduced to the one-dimen-

sional U(rIS). This approach involves a great deal of

averaging and results in U(rIS) taking the appearance

of a smooth function. In an attempt to develop a more

realistic model for the relative motion of the two spins,

we resort to MD simulations.

Model 5: MD simulations of the PRE effect

It is difficult to simulate the dynamics of an unfolded

protein in a fully realistic fashion with sufficiently

good statistics. A very large water box is needed to

accommodate the unfolded protein, which sharply

raises the cost of computations. The phase space

accessible to the unfolded protein is much larger than

the one for a folded protein. It is difficult to expect

that this phase space can be sufficiently well sampled

over the length of the typical MD trajectory, assuming

that the simulations are conducted at around room

temperature.

Faced with these difficulties, we opted for the sim-

plified MD protocol where the simulations are con-

ducted (i) in vacuum and (ii) at an elevated tempera-

ture. The results cannot be, therefore, viewed as

quantitatively accurate. The simulations are rather

intended to capture the general trends in the dynamics

of the random-coil protein and the resulting PRE

parameters. Note also that our MD simulations are in

no way related to the attempts to fold proteins

in silico.70 Instead, we monitor protein motions on the

far periphery of the folding funnel, which appears to

be a relatively straightforward task.

The starting coordinates of the MTSL-tagged drkN

SH3 have been generated as described in the previous

section. These coordinates were energy-minimized

prior to the MD production run; the first 200 ps of

the MD trajectory were considered an equilibration

phase and excluded from the data analyses. The trajec-

tories were recorded in vacuum, using torsional angle

MD (IVM module71 of Xplor-NIH). Bond, angle,

improper, and van der Waals energy items have been

included, in accordance with the standard IVM proto-

col.72,73 The translational motion of the center of mass

has been subtracted out. The reorientational motion,

however, was retained. In the case of the unfolded

protein, any attempt to separate the reorientational

dynamics from the internal motions would be (i)

rather meaningless and (ii) not helpful from the point

of view of the PRE predictions.

The in vacuo simulation protocol proved to be

sufficiently robust, with the production rate of about

10 ns per day on 3 GHz dual-core Xeon processor. A

total of nine trajectories has been generated for three

MTSL-tagged drkN SH3 mutants (A3C, D32C, and

D59C) at three target temperatures, see Table I. At the

time of processing, the trajectories ranged from 200 to

278 ns in length. From each MD trajectory, we

extracted the dipolar vectors connecting the paramag-

netic center with individual HN atoms and evaluated

the temporal correlation functions g(s), Eq. (3).74 Note

that the time dependence in g(s) arises from both

angular and radial degrees of freedom, rIS and XIS (as

can be appreciated from the analyses in the previous

sections, these degrees of freedom are coupled and

cannot be easily separated). The MD-based correlation

functions g(s) were subsequently used to evaluate the

spectral density and predict the PRE rates.

The high-temperature MD trajectories of MTSL-

tagged drkN SH3 show extensive conformational

dynamics (two excerpts from the trajectories, rendered

in the form of .mpg movies, can be found in the Sup-

porting Information). Accordingly, the correlation
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functions g(s) are reasonably well converged (verified

by a number of tests involving duplicate trajectories

and trajectories of varying length).* The characteristic

decay times of g(s) are on the order of 10 ps (see Fig.

4), which is much shorter than the value str ¼ 2 ns

based on experimental estimates. Thus, the use of

high-temperature torsional angle dynamics greatly

improves the sampling of the conformational space. It

can be suggested that in this respect our 200-ns long

trajectories are equivalent to tens of microsecond sim-

ulations at room temperature.

To relate the high-temperature MD data to the

results of the experimental measurements taken at

room temperature, we ‘‘reset’’ the time axis in the MD

simulations. For this purpose, all correlation functions

from each trajectory (see Fig. 4) have been fitted to a

single exponential and the effective decay times seffc

were determined. Next, the MD time axis was rescaled

such as to equate the average seffc with the preselected

value str ¼ 2 ns. The described procedure is akin to

adjustment of the translational diffusion coefficient Dtr

in the diffusion models discussed previously. Note that

in all cases there is only one adjustable parameter

involved, whereas the experimental PRE data sets con-

sist of multiple data points.

It should be reiterated that the presented MD

model offers, at best, a semiquantitative insight into

the PRE effect in unfolded proteins. While there is

evidence that MD simulations at elevated temperature

adequately represent the unfolding events,76–78 it is

clearly desirable to conduct the simulations under

milder conditions. Furthermore, introducing solvent

and electrostatic interactions is key to more realistic

modeling of the PRE effect (as discussed later, how-

ever, our vacuum simulations reproduced certain

essential features that are normally associated with

protein solvation). Our attempts to employ Langevin

dynamics79 were unsuccessful as the simulations failed

to reproduce large-amplitude motions in the extended

protein chain. The use of the implicit solvent,80–83 on

other hand, appears to be a viable option. While the

computations involving implicit solvent are slower by

approximately a factor of 5, they should still produce a

satisfactory statistics.

In general, long MD trajectories of unfolded pro-

teins can be viewed as an extension of static conforma-

tional ensembles.17,38,84 Particularly attractive is the

possibility to directly relate these trajectories to dynamic

data such as PREs, as well as 15N relaxation rates. The

time-scale information obtained in this fashion is unique

and adds a new dimension to the structural modeling.

Theoretical Predictions

Dependence of PRE on residue number

In this section, we consider the theoretical predictions

for PRE rates as a function of the residue number,

that is, the position of the 1HN reporter spin in the

polypeptide chain (the discussion of the experimental

data is deferred until later). We begin with the square-

well potential model, Eqs. (7.1)–(7.9).

There are a number of parameters that need to be

estimated prior to calculations. Assuming that the

unpaired electron is localized on the nitrogen atom of

the MTSL ring, we estimate d0 
 4 Å (cf. Fig. 3). The

maximum separation distance is calculated according

to L ¼ (|nHN � nMTSL|� 2.55 þ 12) Å, where the value

2.55 Å/residue refers to the maximally extended poly-

peptide chain and 12 Å is the estimated length of the

extended MTSL chain. The calculations also require

the knowledge of the effective translational diffusion

coefficient, Dtr, that characterizes the relative motion

of the MTSL label and 1HN reporter spin. The values

of Dtr, both experimental and theoretical, can be

found in the literature discussing the fluorescence

quenching and electron transfer in unfolded proteins.

Although the results vary, the consensus estimate

appears to be Dtr � 10�6 cm2 s�1 for a pair of sites

separated by a sufficiently long stretch of the chain

(>ca.10 residues) at room temperature.85–91 This

corresponds to the characteristic motional time scale

str ¼ d2
0/Dtr � 2 ns.

The results of the computations employing the

above set of parameters, d0, L, and str, are presented

in Figure 5 (red bars). In the same plot, we have also

shown the predictions from the Gillespie–Shortle

model integrated with the rectangular pcf, Eq. (6)

(blue bars). In evaluating Eq. (6), the correlation time

was set to srot ¼ (4/9)str, that is, to 0.9 ns.* This

choice ensures that the results from the Gillespie–

Table I. Radii of Gyration (Å) for Various Structural
Ensembles Representing Unfolded drkN SH3–MTSL

TraDES/Xplor

ensemblea

Xplor trajectories

700 Kb 1000 Kb 1400 Kb

A3C 18.4 13.4 16.5 21.0

D32C 18.2 13.0 17.0 20.4

D59C 18.4 13.2 18.8 22.9

a The TraDES input parameters as recommended by Marsh

et al.61 and used in this work lead to most compact ensem-

bles. If TraDES is used in default configuration, Rg is

increased by ca. 1.5 Å. If secondary structure preferences96

are omitted, Rg is further increased by ca. 1 Å.
b During the MD simulations, the temperature fluctuated

around the target values. The actual readings were 716 � 39,

681 � 37, and 702 � 38 K for three low-temperature trajecto-

ries, 963 � 46, 968 � 45, and 976 � 45 K for medium-tem-

perature trajectories, and 1416 � 54, 1400 � 57, and 1389 �
53 K for high-temperature trajectories. Note that comparable

degree of protein expansion can be obtained in room-temper-

ature simulations—but only when the solvent is included.

*For instance, two independently started 200 ns trajectories of

drkN SH3 D59C – MTSL at 1400 K produced highly correlated

PRE data, r ¼ 0.99 (as always in this work, the comparison is lim-

ited to the PRE rates that are lower than 100 s�1).
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separated by a sufficiently long stretch of the chain

(>ca.10 residues) at room temperature.85–91 This

corresponds to the characteristic motional time scale

str ¼ d2
0/Dtr � 2 ns.

The results of the computations employing the

above set of parameters, d0, L, and str, are presented

in Figure 5 (red bars). In the same plot, we have also

shown the predictions from the Gillespie–Shortle

model integrated with the rectangular pcf, Eq. (6)

(blue bars). In evaluating Eq. (6), the correlation time

was set to srot ¼ (4/9)str, that is, to 0.9 ns.* This

choice ensures that the results from the Gillespie–

Shortle model coincide with those from the diffusion

in a square well model in the limit of long thread L.

Figure 5 shows that the two models indeed predict

nearly identical rates for the separations of 10 residues

or more. For smaller separations, however, a sizeable

difference is observed. This difference reflects the de-

pendence of the effective correlation time on k ¼ L/

d0, Eq. (10).

Generally, Figure 5 demonstrates a steep depend-

ence on the length of the tether L, which is dominated

by the factor L�3, Eqs. (6) and (7.1). This dependence

reflects a crude nature of rectangular pcf—it greatly

exaggerates the volume occupied by a random-coil

protein and hence leads to underestimated PRE rates

for residues with large L. Replacing the rectangular pcf

with fundamentally much more sound Gaussian-type

pcf leads to more satisfactory results.

As a next step, we consider the predictions

obtained from the model involving diffusion in a har-

monic potential. There is one extra input parameter

that is required to evaluate the spectral density func-

tion in this model, namely, the effective monomer

length b, Eq. (13).92 This parameter is often expressed

as b ¼
ffiffiffiffiffiffiffi

C1
p

b0, where b0 is the distance between a car-

bons, 3.8 Å, and C1 is the constant that characterizes

the degree of expansion of polypeptide chain. For a

Gaussian chain, b is related to the radius of gyration

Rg according to Rg ¼ ðb=
ffiffiffi

6
p

ÞN0:5, where N is the num-

ber of residues in the protein. As it turns out, this sim-

ple formula holds fairly well for denatured proteins:

the extensive experimental evidence suggests Rg �
N0.6, in agreement with the theoretical analyses taking

into consideration excluded volume effects.10,93

Referring to the specific protein system investi-

gated in this study, 59-residue drkN SH3 domain in

solution of 2M GuHCl, we note that the radius of gyra-

tion for this system has been measured experimentally,

Rg ¼ 21.9 Å.94 The effective monomer length is, there-

fore, estimated to be b ¼ 7 Å.

We further related the length of the MTSL tag to

b. For this purpose, we used the ensemble of 50,000

protein conformations (cf. Fig. 3) and calculated the

root-mean-square distance between the nitrogen in the

5-membered MTSL ring and the HN proton from the

MTSL-tagged cysteine residue. The obtained value, 8

Å, is approximately equivalent to the root-mean-

square amide–amide distance across three residues.

We therefore assumed that ntag ¼ 3.

Note also that the PRE rates calculated from the

harmonic potential model are limited to the term

Figure 4. Time correlation functions g(s) for dipolar interactions between the paramagnetic center and HN atoms from

residues Cys 3 and Ile 53 in drkN SH3 A3C-MTSL. Extracted from 242-ns MD trajectory (target temperature 1000 K, sampling

step 0.5 ps). Processing of the MD data, including the optimized sampling and smoothing of g(s), is the same as described in

our recent work.75 Note that the correlation for Cys 3 decays noticeably faster than that for Ile 53 (effective decay time 6.8 ps

vs. 10.7 ps). Indeed, for two nearby particles mutual diffusion leads to rapid modulation of the dipolar interaction; conversely,

for two distant particles, the modulation is slow. A similar trend is predicted in the square-well potential model, Eq. (10).

[Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com.]

*It is not quite clear what value of the correlation time is appropriate

for use with the Gillespie-Shortle model. In the original work, the

R
pmag
2 , R

pmag
1 data from the denatured protein D131Dwere used to

determine sc (¼ srot) according to Eqs. (1.1), (1.2) and (4). Strictly

speaking, however, these equations are not suitable for random-

coil proteins and, therefore, this analysis may not be fully self-con-

sistent. Furthermore, it appears that a trivial computational error

has been made in the article so that the extracted correlation times

were overestimated by a factor of 3: the reported average correla-

tion time at 32�C was 4.1 ns, the actual value is 1.3 ns (confirmed

by D. Shortle). This error has percolated into subsequent body of

work by other investigators,30,38,40 as 4 ns was taken to be a typi-

cal value for any unfolded protein.
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containing spectral density function at zero frequency,

J(0), Eq. (12.1). Our subsequent calculations using

numerically defined potentials (see later) indicate that

omission of the J(xH) term translates into 4.5% aver-

age error in the calculated rates. Given the approxi-

mate character of the present model, the deviation of

this magnitude is of little importance.

The calculated rates shown in Figure 6 in a good

approximation follow the simple dependence PRE �
l�3 � (|nNH � nMTSL| þ ntag)

�3/2. The dropoff is obvi-

ously less steep than in the previous model, Figure 5,

where the asymptotic dependence was �L�3 � (|nNH

� nMTSL| þ ntag)
�3. Thus, it is simply the fundamental

property of the Gaussian chain, where the linear size

increases as a square root of the number of residues,

which dictates the shape of the PRE profile.

As a next step, we simulated the PRE rates in

drkN SH3 using the numeric solution of the Smolu-

chowski equation for the particle diffusing in potential

U(r). As explained in the Theory section, the mean-

force potential U(r) was constructed on a basis of a

large ensemble of random protein conformations gen-

erated by means of the programs TraDES and Xplor-

NIH. In calculating the protein PRE rates, the diffu-

sion coefficient was set to a constant, Dtr ¼ 0.8 � 10�6

cm2 s�1. The correlation time str, Eq. (14), was calcu-

lated for each residue individually, str ¼ d2
0/Dtr, using

d0 values derived from the residue-specific pcfs, Figure

Figure 6. PRE profiles as predicted in the harmonic

potential model. The rates are restricted to the (leading)

term J(0), Eqs. (1.1) and (12.1)–(12.9). The simulation

parameters are d0 ¼ 4 Å, str ¼ d2
0/Dtr ¼ 2 ns, b ¼ 7 Å.

Figure 5. PRE profiles as predicted in the square-well

potential model (red bars) and Gillespie–Shortle model with

rectangular pcf (blue bars). The calculation seeks to mimic

three MTSL-tagged mutants of the unfolded protein drkN

SH3: A3C, D32C, and D59C. The simulation parameters are

d0 ¼ 4 Å, str ¼ d2
0/Dtr ¼ 2 ns (0.9 ns for Gillespie–Shortle

model), xH/2p ¼ 600 MHz.
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3 (for d0 equal to 4 Å the correlation time is 2 ns, con-

sistent with our previous calculations).

The results of the simulations using numeric solu-

tion of the Smoluchowski equation are shown in Figure

7. Interestingly, the simulated PRE profiles are rather

smooth, suggesting that on a local level the polypeptide

chain behaves similar to a homogeneous polymer, Figure

6. On the other hand, the profiles are clearly asymmetric.

For instance, in the case of D32C, the residues upstream

of the paramagnetic label are relaxed more efficiently:

35.3 s�1 in Asp 42 versus 23.7 s�1 in Thr 22. This asym-

metry indicates the presence of subtle structural prefer-

ences that manifest themselves over a longer distance

range. Of course, these observations are meaningful only

insofar as the TraDES/Xplor-built ensemble can be con-

sidered realistic.

Finally, we discuss the PRE profiles generated on

the basis of the MD simulations. Interestingly, the

recorded trajectories reproduced different types of

dynamic behavior covering the range from a collapsed

chain to a highly expanded chain. At a lower target tem-

perature, 700 K, the protein behavior is reminiscent of a

molten globule, that is, the chain ‘‘jiggles and wiggles’’

while at the same time maintaining fairly compact

near-spherical overall shape (visualized in Supporting

Information). Normally, this kind of behavior would be

attributed to a hydrophobic effect that forces the protein

to minimize its solvent-exposed surface area. In our vac-

uum simulation, however, aggregation of the peptide

Figure 7. PRE profiles as predicted in the model involving

numerically defined potentials. The pcf functions used in

the calculations are as illustrated in Figure 3, Dtr ¼ 0.8 �
10�6 cm2s�1, xH/2p ¼ 600 MHz. [Color figure can be

viewed in the online issue, which is available at

www.interscience.wiley.com.]

Figure 8. PRE profiles as predicted on the basis of the MD

simulations at 700 K. The time scale of all MD trajectories

is redefined such that the average decay time of dipolar

correlation functions is equal to 2 ns (see text). [Color figure

can be viewed in the online issue, which is available at

www.interscience.wiley.com.]
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chain is caused by favorable van der Waals interactions.

As the MD simulation temperature is raised, the chain

adopts more extended conformations. At the 1400 K tar-

get temperature, it is highly expanded and shows the dy-

namics expected of a random-coil polymer in good sol-

vent (see Supporting Information).

The degree of expansion of protein chain is

commonly characterized by a radius of gyration. The

Rg values calculated for our simulated trajectories

(ensembles) are listed in Table I. These data can be

compared with the experimental result by Choy et

al., who reported the effective radii of gyration 21.9

� 0.5 Å for drkN SH3 in 2M guanidinium chlo-

ride.94 Bear in mind that the experimental Rg value

may include 1–2 Å contribution from the protein

hydration shell, that is, the actual size of the protein

could be somewhat smaller.95 In the context of Table

I, it appears that the experimental Rg value is best

reproduced by the high-temperature (1400 K) MD

simulations, corresponding to a highly expanded pro-

tein structure.

Before the MD data can be used to predict the PRE

rates, the time scale of each trajectory needs to be rede-

fined. For instance, in the case of drkN SH3 A3C–

MTSL, we assume that the time interval between two

consecutive snapshots is 86.2, 116.2, and 158.8 ps for

trajectories with target temperatures of 700, 1000, and

1400 K, respectively. In this manner, it is ensured that

the average decay time of the dipolar correlation func-

tions g(s) in each of the three trajectories is equal to 2

ns. Thus, all trajectories are rendered equivalent with

respect to their ‘‘global’’ motional time scale; the individ-

ual correlation functions, however, remain different.

As it turns out, in the case of the molten globule

simulations (700 K trajectories), the paramagnetic

relaxation is very efficient, Figure 8. This can be read-

ily rationalized as MTSL pyrrolinyl ring spends most

of the time inside the compact globule, in proximity

to multiple amide sites and with direct access to all of

them. Note that this situation is markedly different

from the one that is observed in a folded protein of

comparable size: in a molten globule, the paramag-

netic center can approach and efficiently relax all resi-

dues, whereas in a folded protein only a portion of

the structure experiences a strong PRE effect.

As the simulation temperature is raised, the

ensemble shifts toward more extended conformations.

Consider, for instance, the data from drkN SH3 A3C-

MTSL trajectory at 1000 K. As evidenced by gyration ra-

dius of this trajectory, 16.5 Å, the protein is moderately

expanded. The PRE profile displays some nontrivial fea-

tures, such as certain amount of ‘‘ruggedness’’ and a pla-

teau extending toward C-terminus (top panel in Fig. 9).

Relatively large PRE rates, >15 s�1, are observed even

for residues located far away from the MTSL tag.

When the simulation temperature is raised even

further, the PRE profile becomes more ‘‘generic’’ in

appearance. The extreme example is drkN SH3 D59C-

MTSL at 1400 K, which is highly expanded (Rg ¼ 22.9

Å). The PRE profile in this case takes the appearance

of a smooth, rapidly descending curve (bottom panel

in Fig. 10). The PRE rates at the far terminus are

small (under 2 s�1 for the first 20 residues). These

observations are further discussed in the context of

our experimental measurements.

Dependence of PRE on static magnetic field

strength

In principle, the dependence of relaxation rates on

magnetic field strength B0 provides the best test for

distinguishing between various motional models. In

this section, we provide some limited simulation data

illustrating this dependence. For this purpose, we

focus on the drkN SH3 A3C-MTSL construct and

select several representative amide sites: Cys 3, which

lies in close proximity to the paramagnetic center, Ser

10, which is removed far enough to allow for experi-

mental PRE measurements, and the distant residue Ile

53, where the PRE effect is small. The spectral density

profiles J(x) for these three residues calculated on the

basis of the square-well potential model, Eqs. (7.1)–

(7.9), are shown in Figure 11 (red curves). In the same

plot, we display the standard Lorentzian spectral den-

sities generated according to Eq. (6) (blue curves). The

parameters of the Lorentzian spectral density, srot and

d0L, are adjusted in such a manner as to match the

values of J(0) and J(xH) at a proton frequency xH/2p

¼ 600 MHz.

Despite the crude character of the models, the

pattern observed in Figure 11 is rather revealing.

Recall that at low frequencies J(x) is dominated by

the conformational species where the two spins are

separated by long distances rIS. Indeed, for such dis-

tant spin pairs, mutual diffusion of the particles leads

only to a slow modulation of dipolar interactions.

Notice further that in the case of large separation L

between the two particles, we recover the limiting case

of translational relaxation with its characteristic

low-field asymptote, JðxÞ ¼ Jð0Þ � const � ffiffiffiffi

x
p

.51 This

distinctive asymptotic behavior is especially evident in

the case of Ile 53, which is far removed from the para-

magnetic label (bottom panel in Fig. 11). At the same

time, even those amides that are close to the labeling

site, Cys 3 and Ser 10, give rise to J(x) profiles that

are distinctly different from a single Lorentzian (two

upper panels in Fig. 11).

While at low frequencies J(x) behave in a peculiar

fashion, at high frequencies, they follow the standard

Lorentzian dependence, J(x) ¼ const � x�2. The high-

frequency behavior is decided by protein conforma-

tions where the two spins lie in close proximity to

each other. For such proximal pairs, relative diffusion

leads to a rapid modulation of dipolar interactions.

Considering closely spaced pairs of particles, the

distinction between rotational and translational
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relaxation is lost, with both mechanisms predicting

x�2 high-field dependence. This Lorentzian depend-

ence is observed at the tails of all spectral density pro-

files shown in Figure 11.

Consider now a more realistic model based on

MD simulations data, Figure 12. In this case, the spec-

tral density profile of Cys 3 is indistinguishable from a

single Lorentzian. Two other residues, however, show

significant deviations from Lorentzian behavior. For

example, in the case of Ser 10, the maximum deviation

between the two curves is 51%, reached at 120 MHz

(Fig. 12, middle panel). This is similar to the square-

well potential model, where the maximum deviation

amounts to 63%, reached at 140 MHz (Fig. 11, middle

panel).

While the non-Lorentzian character of J(x) appears

to be rather prominent, the experimental detection of

this effect is likely to be extremely difficult. In principle,

R
pmag
1 measurements using a spectrometer with field-cy-

cling capabilities can provide the answer.97 The current

state of technology, however, does not allow for high-re-

solution 2D spectra to be acquired in this fashion. Fur-

thermore, proton spin diffusion can complicate the data

analysis. On the other hand, an attempt to access the

dispersion profiles J(x) through heteronuclear measure-

ments is likely to be faced with its own difficulties.98

While we acknowledge the fundamental interest of

relaxation dispersion studies, no attempt has been made

to further investigate this aspect of the problem.

Applicability of the Gillespie–Shortle model

Already the simple square-well potential model sug-

gests that there is little variation in the effective

Figure 9. PRE profiles as predicted on the basis of the MD

simulations at 1000 K. [Color figure can be viewed in the online

issue, which is available at www.interscience.wiley.com.]

Figure 10. PRE profiles as predicted on the basis of the

MD simulations at 1400 K. [Color figure can be viewed in

the online issue, which is available at

www.interscience.wiley.com.]
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correlation times along the polypeptide chain. Specifi-

cally, Eq. (10) predicts that the correlation time varies

from (1/6)str for amide sites immediately next to the

paramagnetic tag to (4/9)str for distant amide sites. In

practice, this range is considerably more narrow since

the rotational limit, (1/6)str, is never reached (no

amides are attached directly to the pyrrolinyl ring).

Assuming that there is little variability in the correla-

tion times, one may ask whether the Gillespie–Shortle

model provides a reasonable empirical description of

the PRE effect in unfolded proteins.

To address this question, we analyzed the results

from the most realistic of our four theoretical models,

that is, the MD model. The outcome is presented in

Figure 13. The left part of the plot illustrates the varia-

tion of seffc along the peptide chain in drkN SH3 A3C-

MTSL. As expected, the correlation times are lowest

near the MTSL tag, 1.4 ns. Away from the N-terminus,

seffc rises to more than 2 ns. Similar pattern is observed

in all other trajectories.

Proximity to the MTSL labeling site is one factor

that has (moderate) influence on the magnitude of seffc .

In addition to that, the details of primary sequence are

apparently important. The longest seffc , up to 2.8 ns,

are observed in the vicinity of residue Lys 26. In this

region the stretch of aminoacids ILKIL displays the

highest Kyte-Doolittle hydropathy score of the entire

sequence. The resulting clustering effect likely leads to

a slowdown in segmental diffusion and consequently

to long seffc . On the other hand, short correlation times

Figure 12. J(x) profiles derived from MD trajectory of drkN

SH3 A3C-MTSL (target temperature 1000 K) involving HN

atoms from Cys 3, Ser 10, and Ile 53 (red curves). Also

shown are Lorentzian spectral density profiles that

reproduce the J(x) values at 0 and 600 MHz (blue curves).

Figure 11. J(x) profiles calculated on the basis of the

square-well potential model for three HN atoms in drkN

SH3 A3C-MTSL: Cys 3, Ser 10, and Ile 53 (red curves). The

simulation parameters are the same as in Figure 5. Also

shown are Lorentzian spectral density profiles that

reproduce the J(x) values at 0 and 600 MHz (blue curves).
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on the order of 1.6 ns are found near the residue Lys

44. This is likely caused by the elevated mobility of

this segment, GKEG, which is flanked by two glycine

residues (these happen to be the only glycines in the

sequence). Likewise, short seffc are found in the flexible

terminal segments. These tendencies are consistently

reproduced in all MD trajectories (data not shown).

While it is instructive to identify the sources of

variability in seffc , the fact of the matter remains that

the range of seffc is relatively narrow. Under these cir-

cumstances, it is interesting to probe the correlation

between the predicted PRE rates and the distance fac-

tor h1/r6ISi as appears in the Gillespie–Shortle model,

Eq. (4). The right part of Figure 13 shows the example

of such correlation involving the PRE rates and h1/r6ISi
extracted from the MD trajectory of drkN SH3

A3C-MTSL at 1000 K. Clearly, there is a nearly linear

relationship between the two quantities, suggesting

that the Gillespie–Shortle model provides an adequate

empirical description for the PRE effect in unfolded

proteins.

In fact, if the characteristic correlation time is

known, then the Gillespie–Shortle model can be used

to convert the PRE data into h1/r6ISi. This is illustrated

in Figure 13, where the blue line represents the Gilles-

pie–Shortle formula with the global correlation time

set to srot ¼ 2 ns. Using this simple dependence, the

effective distances h1/r6ISi�1/6 can be recovered with a

very good accuracy. Note, however, that calculating

h1/r6ISi�1/6 is not very meaningful in the case of an

unfolded protein—instead, the data should be used to

reconstruct the pcfs P(rIS). The cost of the error in

h1/r6ISi can be higher in this situation. Generally, how-

ever, we believe that the Gillespie–Shortle model is

adequate for the purpose of estimating P(rIS) (pro-

vided that the correlation time srot is known with a

reasonable accuracy).

Experimental Results

For the purpose of this study, we prepared three sin-

gle-cysteine mutants of the N-terminal SH3 domain of

the Drosophila adapter protein drk (drkN SH3): A3C,

D32C, and D59C. The details of the sample prepara-

tion procedure are described in the Supporting

Information. The sample conditions for drkN SH3 are

0.33 mM protein, 2M guanidinium chloride (GuHCl),

50 mM sodium phosphate, 90% H2O–10% D2O, pH

6.0. Chemical shift titration suggests that the protein

is almost fully denatured in the presence of 2M

GuHCl.99 This conclusion is supported by the chevron

plot (even in the presence of Na2SO4, which has a sta-

bilizing effect on the structure).100 All NMR measure-

ments were conducted at 600 MHz Varian Inova spec-

trometer at a temperature of 5�C, where the

conditions for observation were found to be optimal.

The spectral assignment was obtained from the publi-

cation of Zhang and Forman-Kay101 and confirmed by

the CBCANH experiment.102 The spectra of oxidized

and reduced drkN SH3 A3C-MTSL are shown in the

Supporting Information.

To assess the effect of intermolecular paramag-

netic relaxation, we prepared an additional sample

(A3C) with doubled protein concentration, 0.7 mM.

The PRE rates measured in this concentrated sample

are in good agreement with those obtained using the

dilute sample; the contributions from increased inter-

molecular paramagnetic relaxation are in the range

Figure 13. Left part: effective decay times of MD-derived correlation functions g(s) in drkN SH3 A3C-MTSL at target

temperature 1000 K. Obtained from single-exponential fitting of the correlation functions such as shown in Figure 4. The time

scale is reset as discussed in the text so that the average seffc is rendered equal to 2 ns. Right part: correlation between the

predicted PRE rates and h1/r6ISi, where both parameters are extracted from the MD trajectory of drkN SH3 A3C-MTSL at

1000 K. Only those PRE rates that are lower than 100 s�1 are retained. The blue line corresponds to the Gillespie–Shortle

model, Eqs. (1.1) and (4) with the global correlation time srot set to 2 ns. The biggest deviation between the actual h1/r6ISi
value and the one extracted from the Gillespie–Shortle model occurs in Lys 26 and amounts to 36%. [Color figure can be

viewed in the online issue, which is available at www.interscience.wiley.com.]
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0–2 s�1, with the average of 1 s�1. Given that the PRE

measurements suffer from other more significant sour-

ces of error (see below), this small amount of bias can

be disregarded.

Initially, we measured the PRE rates using the

sequence by Donaldson et al.,103 as well as the variant

of this sequence published by Iwahara et al.104 Both

experiments are 1HN spin-echo relaxation experiments

that record the magnetization decay profiles. The dif-

ference is that in the former case the effect of 3JHN,Ha

coupling is eliminated by means of the 1HN-selective

pulse, whereas in the latter case it is eliminated via

point-by-point division of the two decay curves (from

paramagnetic and diamagnetic samples). The two

experiments proved to be in excellent agreement and

highly reproducible; the collected decay curves are

high quality and can be nicely fitted with a single ex-

ponential (with the exception of several very weak

peaks that belong to the residues proximal to the

MTSL tag—these peaks are significantly affected by

noise and occasionally show evidence of biexponential

relaxation).

At the same time, we determined the PRE rates

by a more conventional method based on comparison

of the two HSQC maps (from paramagnetic and dia-

magnetic samples). This method normally relies on

the following formula63:

Iox
Ired

¼ Rred
2

Rred
2 þ PRE

expð�PRE � 2sINEPTÞ (19)

The left-hand side of this expression represents

the ratio of peak intensities (i.e., peak heights) in the

oxidized and reduced samples; on the right-hand side

the first factor accounts for broadening of the spectral

line in the direct (proton) dimension, and the second

factor estimates the loss of magnetization during the

two INEPT periods (duration sINEPT) when the proton

magnetization is transverse.

This expression appears to be problematic in

more than one way. First, one cannot assume that the

line-broadening is equivalent to the relaxation rate. It

would be more appropriate to use the factor Dxred
H /

Dxox
H (i.e., the ratio of the experimentally observed

proton linewidths). Indeed, Dxred
H /Dxox

H is different

from Rred
2 /(Rred

2 þ PRE) as it contains the contribu-

tions from static magnetic field inhomogeneity, unre-

solved scalar couplings, or even a window function

applied during the spectral processing. Second, one

cannot rule out the presence of the paramagnetic line-

broadening in the indirect 15N domain, because of the

effect of delocalized electron density,98 which in prin-

ciple should be accounted for via Dxred
N /Dxox

N factor.

Third, the use of Eq. (19) requires the knowledge of

Rred
2 . In unfolded proteins, Rred

2 rates show consider-

able variability along the peptide chain; accurate mea-

surement of Rred
2 requires a full-scale relaxation

experiment.103

As an alternative to Eq. (19), we propose a simpler

expression:

Vox

Vred

¼ expð�PRE � 2sINEPTÞ (20)

where Vox and Vred are the volumes of the two respec-

tive peaks. To obtain the volumes, we used the pro-

gram nlinLS105 that fits the peaks with 2D Lorentzian

or Gaussian shapes; with this approach, the peak vol-

umes are determined with superior precision.

Note that Eq. (20) employs the ratio of the peak

volumes obtained from two different samples. In this

situation, one has to exercise special care to avoid the

occurrence of bias. For instance, if a Shigemi tube is

used in the measurements, then 5% difference in the

volume of solution under the plunger translates into 5

s�1 error in the determined PRE rates. We have taken

a number of steps to minimize potential sources of

bias. In particular, a Hamilton syringe was used to

add a small amount of ascorbate solution directly into

the NMR tube. The volume of the sample under the

plunger before and after the reduction was carefully

matched. After the reduced sample was placed back

into the spectrometer, it was verified that shimming,

matching, and tuning of the probe, as well as the

length of rf pulses, require little or no adjustment. The

HSQC sequence used to quantify Vox and Vred was

fashioned from the experiment of Kay and cow-

orkers.103 to eliminate the effect of 3JHN,Ha coupling

during the INEPT periods. The spectra were acquired

using a long recycling delay, 5 s; shorter recovery

delays lead to an unsatisfactory situation when certain

signals recover fully in paramagnetic samples, but only

partially in the reduced sample.

Finally, as an ultimate solution, an internal refer-

ence has been added to the samples. The assumption

was that the signal from the reference compound

should be the same in the two spectra, oxidized and

reduced. For the role of the reference compound we

selected N-acetyl-glycine (NAG), CH3CO15NHCH2

ACOOH, which gives rise to an isolated HSQC peak

(see Supporting Information). This small polar com-

pound, added in 2:1 molar ratio with drkN SH3, does

not interfere with the conformational equilibrium of

the protein in the presence of a large quantity of dena-

turant (as confirmed by the invariance of chemical

shifts). During data processing, the ratio of the NAG

peak volumes was used to calculate the correction fac-

tor that was subsequently applied to all peaks in the

spectra. These correction factors, VNAG
ox /VNAG

red , were

found to be 1.09, 0.98, and 1.04 for A3C, D32C, and

D59C samples, respectively. Clearly, even though our

measurements have been conducted with extra care,

the desired accuracy could not be achieved without the

internal reference.
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In the end, two series of experiments have been

recorded: (i) spin-echo relaxation experiments yielding

PRE ¼ Rox
2 � Rred

2 and (ii) additional HSQC-type

experiments allowing for determination of the PRE

rates according to Eq. (20). How do these results com-

pare? As it turns out, the two sets of PRE rates are

fairly well correlated. For instance, the correlation

coefficient r ¼ 0.94 is obtained for drkN SH3 A3C-

MTSL after three weakest peaks are removed from

consideration. Crucially, however, the spin-echo

experiment underestimates the PRE rates by approxi-

mately a factor of 2—or even worse in the case of the

weakest peaks.

The reasons for this failure have been mentioned

earlier.104 As it happens, the paramagnetic sample

contains a small fraction (about 10%) of diamagnetic

species. As a result, the spectral peaks of the residues

that are proximal to the MTSL tag are comprised of

the two components: the broad, rapidly decaying com-

ponent associated with paramagnetic species and the

sharp, long-lived component corresponding to diamag-

netic species. Although the initial amplitude of the

sharp component is small, it nevertheless dominates

over the strongly attenuated broad component. In this

situation, the apparent relaxation rates Rox
2 are largely

dictated by the diamagnetic ‘‘impurity,’’ which results

in dramatic underestimation of the PREs. In contrast,

the volume ratio is relatively insensitive to the presence

of the diamagnetic species. Indeed, even when Vox rep-

resents nothing but diamagnetic impurity, the ratio

Vox/Vred turns out to be small due to the low content of

diamagnetic species in the oxidized sample. As a result,

the PRE rate is correctly determined to be large.

The in-depth discussion of this effect, including

numeric simulations, can be found in the Supporting

Information. Here we would like to summarize several

observations that can be of practical interest. Our sam-

ples were presumably close to 100% MTSL-labeled, as

can be judged from the chemical shifts of the tagged

residues. The emergence of diamagnetic species was

apparently due to partial reduction of the MTSL. It

can be speculated that the reduction occurs during the

labeling process (e.g., due to interaction of nitroxide

radical with cysteine thiols106 catalyzed by microquanti-

ties of metals). The experimental data also show some

(tentative) evidence of slow exchange between the para-

magnetic and diamagnetic species. It is possible that

the exchange reflects the following reduction/reoxida-

tion equilibrium, protein-NO� þ protein-NOH � pro-

tein-NOH þ protein-NO�, as described previously.107 In

principle, the equilibrium can be driven toward the

Figure 14. PRE rates as experimentally measured in the

three MTSL-tagged mutants of drkN SH3 in the presence

of 2M GuHCl. The measurements are based on peak

volume ratios, Eq. (20). Pale-colored bars correspond to

unobservable or extremely weak peaks that cannot be

quantitatively integrated. The data in the middle panel point

toward the presence of the hydrophobic cluster around

residue W36.99 The persistence of hydrophobic clusters at

high denaturant concentration has been well

documented.3,111,112

Figure 15. PRE rates as experimentally measured in the

sample of R74C-MTSL ubiquitin in 8M urea (pH 2, protein

concentration 0.35 mM, reference compound N-acetyl-

glycine, temperature 5�C, proton frequency 600 MHz; see

Supporting Information for additional information).
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radical form by bubbling oxygen through the solution

or by adding another, more potent, oxidant.108 Note

that similar issues arise when addition of ascorbate fails

to completely reduce the sample.109,110

From a practical perspective, we conclude that the

results of conventional relaxation experiments are

severely compromised by the presence of diamagnetic

species in the MTSL-tagged samples. On the contrary,

the method based on peak volume determination

provides reasonably accurate results. To address this

problem quantitatively, we have undertaken a series of

numeric simulations (see Supporting Information). As

it turns out, for the PRE rates under 100 s�1 the

approach based on Eq. (20) produces an estimated

error of less than 3 s�1. By comparison, in the spin-

echo relaxation experiments, the error is by an order of

magnitude larger. In what follows, we rely on the peak

volume ratios, Eq. (20), to measure the PRE rates.

The experimental PRE profiles, Figure 14, can be

readily compared with the theoretical predictions, Fig-

ures 5–10. We find it most convenient to narrow the

comparison to the MD simulation results which illus-

trate different dynamic behaviors—from collapsed

chain, Figure 8, to fully extended chain, Figure 10.

(Note that, in principle, analytical models can also be

used to sample different dynamic regimes—for

instance, in the harmonic potential model this can be

achieved by varying the parameter b).

Surveying Figure 14, we note that the experimen-

tal data from N-terminal mutant A3C are fairly similar

to the theoretical profile from 1000 K MD simulation

(top panel in Fig. 9). The same can be said of the C-

terminal mutant, D59C (bottom panel in Fig. 9).

Although the simulated profiles are ‘‘smoother’’ than

the experimental ones, this can be perhaps attributed

to an exaggerated amount of conformational averaging

in the high-temperature MD simulations. The situation

with the middle mutant, D32C, is somewhat different.

The experimental PRE data bear more resemblance to

the 700 K simulation, especially toward the C-terminal

region (middle panel in Fig. 8).

Let us summarize. The experimental PRE data for

the middle mutant of drkN SH3 are consistent with

the compact protein structure. The data from N- and

C-terminal mutants point toward the moderately

expanded structure. Finally, the experimental data on

radius of gyration (see Table I and related discussion)

suggest that the structure is highly expanded.

How all of this evidence can be reconciled? The

obvious explanation is that none of the current MD

models—compact, moderately expanded, or highly

expanded—provides a fully satisfactory description of

the actual protein. It can be speculated, for instance,

that the protein spends most of the time in the

extended form, yet occasionally undergoes partial col-

lapse involving, in particular, residues 30–55. Such a

hypothetical scenario would account for the sum of ex-

perimental evidence: the dominant extended form of

drkN SH3 is responsible for the large experimental Rg,

whereas the appearance of the collapsed species

explains the experimentally measured high PRE rates.

Given that PRE rates are extremely sensitive to dis-

tance, already subtle structural preferences may be

sufficient to cause the observed behavior.*

To test the generality of these observations, we

also collected a limited amount of data from a sample

of denatured ubiquitin. Recently, Wirmer et al.

described ubiquitin in 8M urea at pH 2 as a perfect

example of random-coil protein.113 In Figure 15, we

present the data acquired from the sample of ubiquitin

R74C-MTSL under these experimental conditions. The

data set is more sparse than in the case of drkN SH3

because of the spectral overlaps; furthermore, some of

the assignments114 could not be transferred to 5�C.

Nevertheless, certain preliminary observations can be

made. The PRE rates at the residues located far away

from the labeling site remain substantial—on average, 10

s�1 for residues from 2 to 29. This is comparable to the

PRE rates measured in the N-terminal region of drkN

SH3 D59C-MTSL. Further similarities can be noted if

one turns to the Rg data—the value of b for the two pro-

teins is virtually identical.10 It remains to be seen

whether the same trends, especially with respect to the

PRE rates, hold for other chemically denatured proteins.

Conclusions

The PRE effect is one of the most effective tools for

studying unfolded proteins. Following the pioneering

work of Gillespie and Shortle, the interpretation of the

PRE data from unfolded proteins has relied on the

conventional formulas for rotational spin relaxation. It

is clear, however, that the relative motion of paramag-

netic label attached to the unfolded protein and the

reporter spin from the protein backbone should be

generally viewed as translation rather than rotation. In

this work, we developed a number of models—analyti-

cal, numerical, and MD-based—where the PRE effect

is treated as translational relaxation, subject to con-

straints imposed by the peptide chain.

The new models lead to the appreciable difference in

the predicted dependence of the PRE rates on the residue

number and the static magnetic field. It can be suggested,

however, that the Gillespie–Shortle approach is generally

adequate when the PRE data are used to model the dis-

tance distributions P(rIS) (provided that the characteristic

correlation time of translational motion is known with

reasonable accuracy). Of note, the developed theoretical

tools can be applied to a number of related problems

such as long-range NOEs in unfolded proteins. Another

class of problems that can be treated in a similar fashion

involves paramagnetic relaxation or fluorescence lifetime

measurements (time-resolved FRET) in proteins consist-

ing of multiple domains connected via flexible linkers.

*Somewhat similar arguments were put forth before in compara-

tive analysis of Rg and NMR data.10,11
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Experimental measurements of the PRE effect in

MTSL-tagged proteins are faced with certain difficul-

ties. Conventional relaxation experiments tend to fail

because of the presence of diamagnetic impurities in

the samples (apparently, a small fraction of reduced

species, possibly involved in reduction/reoxidation

equilibrium). The traditional method based on

comparison of the spectra from oxidized and reduced

samples is much more stable in this regard. In apply-

ing this method, we have devised two improvements:

(i) using a reference compound to calibrate the signals

in the two spectra and (ii) using peak volumes instead

of intensities to calculate the PRE rates. These two

modifications lead to a substantially more straightfor-

ward and reliable measurement procedure.

We also note interesting experimental opportunities

arising from the use of alternative paramagnetic labels.

For instance, in the case of the thiol-reactive MTS-EDTA

tag loaded with a paramagnetic ion, such as Ni2þ, the

PRE effect is controlled by the relatively short (on the

order of tens of picoseconds115) electron-spin relaxation

time T1,S. The segmental diffusion of the peptide chain,

which is much slower, essentially has no influence on par-

amagnetic relaxation. Under these circumstances, the

interpretation of the PRE data should be straighforward.33

To test our theoretical constructs, we acquired

PRE data for three MTSL-tagged mutants of drkN

SH3 domain in 2M guanidinium chloride. As it turns

out, some of the PRE data are consistent with the

model of moderately expanded random-coil protein,

whereas other data point toward the existence of more

compact structure (hydrophobic cluster). At the same

time, the experimentally determined radius of gyra-

tion94 suggests that the protein is highly expanded.

Eventually, it should be possible to build a dynamic

model of denatured drkN SH3 that would satisfy all

pieces of experimental data. Specifically, we envisage

the structural ensemble that is dominated by extended

conformations, yet also contains the compact (col-

lapsed) species. This anticipated behavior is apparently

more complex than predicted by the model of a ran-

dom-coil protein in good solvent/poor solvent.
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P-O (1985) Theory of nuclear spin relaxation in para-

magnetic systems in solution. Prog NMR Spectrosc 17:

141–185.

57. Szabo A, Schulten K, Schulten Z (1980) 1st passage time

approach to diffusion controlled reactions. J Chem Phys

72:4350–4357.

58. Doi M, Edwards SF (1986) The theory of polymer

dynamics. Oxford: Clarendon Press.

59. Fierz B, Kiefhaber T (2007) End-to-end vs interior loop for-

mation kinetics in unfolded polypeptide chains. J Am Chem

Soc 129:672–679.

60. Feldman HJ, Hogue CWV (2000) A fast method to

sample real protein conformational space. Protein

Struct Funct Genet 39:112–131.

61. Marsh JA, Baker JMR, Tollinger M, Forman-Kay JD

(2008) Calculation of residual dipolar couplings from

disordered state ensembles using local alignment. J Am

Chem Soc 130:7804–7805.

62. Feldman HJ, Hogue CWV (2002) Probabilistic sampling

of protein conformations: New hope for brute force?

Protein Struct Funct Genet 46:8–23.

63. Battiste JL, Wagner G (2000) Utilization of site-

directed spin labeling and high-resolution heteronuclear

nuclear magnetic resonance for global fold determina-

tion of large proteins with limited nuclear Overhauser

effect data. Biochemistry 39:5355–5365.

64. Schwieters CD, Kuszewski JJ, Tjandra N, Clore GM

(2003) The Xplor-NIH NMR molecular structure deter-

mination package. J Magn Reson 160:65–73.

65. Murzyn K, Rog T, Blicharski W, Dutka M, Pyka J, Szy-

tula S, Froncisz W (2006) Influence of the disulfide

bond configuration on the dynamics of the spin label

attached to cytochrome c. Proteins: Struct Funct Bioinf

62:1088–1100.

66. Frisch MJ (2004) Gaussian 03, Revision C. 02. Walling-

ton, CT: Gaussian.

67. Chapra SC (2006) Applied numerical methods with

MATLAB for engineers and scientists. New York:

McGraw-Hill.

68. Nordio PL, General magnetic resonance theory. In:

Berliner LJ, Ed. (1976) Spin labeling: theory and appli-

cations. New York: Academic Press, pp 5–52.

69. Conte SD, Deboor C (1972) Elementary numerical

analysis. New York: McGraw-Hill.

70. Garcia AE, Onuchic JN (2003) Folding a protein in a

computer: an atomic description of the folding/unfold-

ing of protein A. Proc Natl Acad Sci USA 100:13898–

13903.

71. Schwieters CD, Clore GM (2001) Internal coordinates

for molecular dynamics and minimization in structure

determination and refinement. J Magn Reson 152:

288–302.

72. Kuszewski J, Gronenborn AM, Clore GM (1999)

Improving the packing and accuracy of NMR structures

with a pseudopotential for the radius of gyration. J Am

Chem Soc 121:2337–2338.

73. Clore GM, Schwieters CD (2003) Docking of protein-

protein complexes on the basis of highly ambiguous

intermolecular distance restraints derived from 1HN/15N

chemical shift mapping and backbone 15N-1H residual

dipolar couplings using conjoined rigid body/torsion

angle dynamics. J Am Chem Soc 125:2902–2912.
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Diffusion in a square-well potential: derivation of the PRE rates 

 

The correlation function for the dipolar interaction between the two spins is:1 

 

*
2 2 2 0 2

0 0 0 0 0 0 03 3
0

( ) ( )
( ) 4 ( , ,0) ( , ,0 | , , )m m

m

Y Y
g d r dr d r dr P r P r r

r r
τ π τΩ Ω= Ω Ω Ω Ω Ω∫ ∫  (S1) 

 

where 0 0( , ,0)P r Ω  is the probability distribution describing the length and the orientation 

of the dipolar vector at the point in time 0t = ; 0 0( , ,0 | , , )P r r τΩ Ω  is the conditional 

probability for the relative diffusion of the two spins, i.e. given the vector 0 0( , )r Ω  at the 

point in time 0t =  it defines the probability that this vector will evolve into ( , )r Ω  by the 

time t τ= . Other notations are as described in the text of the paper. 

 The conditional probability satisfies the diffusion equation: 

 

0 0
0 0

( , ,0 | , , )
( , ,0 | , , )tr

P r r
D P r r

τ τ
τ

∂ Ω Ω = ∆ Ω Ω
∂

     (S2) 

 

where the operator ∆  expressed in spherical coordinates reads: 

 

2
2

2 2 2

1 1 1
sin

sin sin
r

r r r
θ

θ θ θ θ φ
 ∂ ∂ ∂ ∂ ∂∆ = + + ∂ ∂ ∂ ∂ ∂ 

     (S3). 

         

To model the square-well potential, Eq. (S2) should be supplemented by the reflecting 

wall boundary conditions at 0r d=  and r L= : 

 

0 0

0

( , ,0 | , , )
0

P r r

r r d

τ∂ Ω Ω =
∂ =

       (S4.1) 

0 0( , ,0 | , , )
0

P r r

r r L

τ∂ Ω Ω =
∂ =

       (S4.2) 

 

We solve Eqs. (S2, S4) by the method of separation of variables.2, 3 The following ansatz: 
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0 0( , ,0 | , , ) ( ) ( ) ( )P r r R r Tτ τΩ Ω = Ψ Ω        (S5) 

 

is substituted into Eq. (S2). This leads to elementary differential equations for ( )T τ  and 

( )Ψ Ω  that can be readily solved: 

 

2( ) exp( )trT Dτ α τ= − ,         (S6) 

 

)()( Ω=ΩΨ lmY ,     l = 0, 1, 2, ...,     m = l− , l− +1, ..., l,    (S7) 

 

The differential equation for ( )R r  can be identified as a spherical Bessel equation:  

 

0))1((2 222 =+−+′+′′ RllrRrRr α        (S8) 

 

where 2α  is a separation constant. The boundary conditions Eq. (S4) translate into: 

 

0)( 0 =′ dR ,          (S9.1) 

 
0)( =′ LR .          (S9.2) 

 

Eqs. (S8) and (S9) are an example of the Sturm-Liouville boundary value problem.2,3 The 

eigenvalues 2α  of the Sturm-Liouville problem are real nonnegative numbers and the 

corresponding eigenfunctions R  are orthogonal (see Theorem 3.3 of Ref. 3). For the 

problem at hand, the orthogonality is defined in relation to the following scalar product: 

 

 ∫=
L

d

drrgrfrgf
0

)()(2         (S10). 

  

A general solution of Eq. (S8) can be represented as: 

 
)()()( rBnrAjrR ll αα +=         (S11) 
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where )(xjl  and )(xnl  are spherical Bessel functions of the first and the second kind, 

respectively; A and B are arbitrary constants. 

 Substituting Eq. (S11) into Eq. (S9) we obtain a discrete set of α  that satisfy the 

boundary conditions. These values, enumerated as lkα , are the solutions of the following 

equation:  

 

0)()()()( 00 =′′−′′ dnLjLndj lkllkllkllkl αααα .      (S12) 

 

For every value of l , l = 0, 1, 2, ..., Eq. (S12) yields infinitely many positive lkα , which 

are indexed in ascending order, 1 2 30 ...l l lα α α< < < <  . The corresponding radial 

eigenfunctions are: 

 

)()()()()( 00 rndjrjdnrR lkllkllkllkllk αααα ′−′= .     (S13) 

 

As noted above, for any given value of l  the functions ( )lkR r  are orthogonal in a sense 

of Eq. (S10). Of interest, relevant results can be found in the treatment of acoustic 

resonators by Kanellopoulos and Fikioris4 (their paper misses some of the eigenvalues) 

and by Kokkorakis and Roumeliotis.5 

 In addition to this series of solutions, α  equal to zero also satisfies the boundary 

conditions. In this case the only non-trivial (non-zero) eigenfunction is obtained when 

0l = . It is, therefore, convenient to denote this root 00α . The radial eigenfunction 

corresponding to 00 0α =  is a constant, constrR =)(00 . Because 000 =α  corresponds to a 

spherical harmonic with 0l = , which is also a constant, and because the time-dependent 

term Eq. (S6) turns into a constant as well, the resulting partial solution is 

0 0 00( , ,0 | , , )P r r P constτΩ Ω ≡ = .  

Combining 00P  with the series of solutions arising from Eq. (S13) we obtain the 

following representation for 0 0( , ,0 | , , )P r r τΩ Ω : 

 

( )2
0 0 00

0 1

( , ,0 | , , ) ( ) ( )exp
l

lkm lk lm lk tr
l k m l

P r r P c R r Y Dτ α τ
∞ ∞

= = =−
Ω Ω = + Ω −∑∑∑    (S14). 
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Because 0 0( , ,0 | , , )P r r τΩ Ω  is a probability density it should integrate to one: 

 

2
0 0( , ,0 | , , ) 1

V

d r drP r r τΩ Ω Ω =∫        (S15). 

 

Here V  is the space enclosed between the two concentric spheres of radii 0d  and L . The 

only term in Eq. (S14) that produces nonzero contribution into the integral Eq. (S15) is 

00P . This can be readily demonstrated by using the orthogonality of ( )lmY Ω  and the 

orthogonality of ( )lkR r  ( 0l = ). Thus the normalization condition Eq. (S15) yields the 

following result for 00P :  

 

00
3 3

0

1 1
4

( )
3

P
V L dπ

= =
−

        (S16). 

 

Note that in the limit of  τ → ∞  the conditional probability density 0 0( , ,0 | , , )P r r τΩ Ω  

reduces to 00P : 

 

0 0 0 0 00( , ,0 | , , ) ( , ,0)P r r P r PΩ Ω ∞ = Ω =       (S17). 

 

Thus, in the limit of infinitely long time τ , 0 0( , ,0 | , , )P r r τΩ Ω  converges to the uniform 

probability distribution Eq. (S16).  

 On the other hand, it is required that at 0τ =  the conditional probability density 

0 0( , ,0 | , , )P r r τΩ Ω  is given by Dirac δ-function:6 

 

0 0 0 02

1
( , ,0 | , ,0) ( ) ( )P r r r r

r
δ δΩ Ω = − Ω − Ω       (S18). 

 

Replacing l.h.s. of Eq. (S18) with the corresponding expression from Eq. (S14), 

integrating the result with *( ) ( )lk lmR r Y Ω , and using the orthogonality properties of 

spherical harmonics and radial functions, we obtain the following results for the 

coefficients lkmc  in Eq. (S14):  
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0

*
0 0

2 2

1
( ) ( )

( )
lkm lk lmL

lk

d

c R r Y

r R r dr

= Ω

∫
       (S19). 

 
Inserting Eqs. (S16) and (S19) into Eq. (S14) we obtain: 
 

0

0 0
3 3

0

* 2
0 0

0 1 2 2

1
( , ,0 | , , )

4
( )

3
1

( ) ( ) ( ) ( )exp( )

( )

l

lk lm lk lm lk trL
l k m l

lk

d

P r r
L d

R r Y R r Y D

r R r dr

τ
π

α τ
∞ ∞

= = =−

Ω Ω = +
−

Ω Ω −∑∑∑
∫

  (S20) 

 

The results Eq. (S20) and Eq. (S17) can be now substituted into Eq. (S1), and the 

integrals can be readily evaluated making use of the orthogonality property for spherical 

harmonics: 

 

0

0

2

1
2

2
23 3

1 2 20
2

( )
3

( ) exp( )

( )

L

k

d

k trL
k

k

d

r R r dr

g D
L d

r R r dr

τ α τ

−

∞

=

 
 
 
 = −

−

∫
∑

∫
     (S21) 

 

Note that the same result is obtained for the correlation functions ( )mg τ  independently of 

the value of m. Changing certain notations, 2 0( ) ( )k kR d x xρ=  and 2 0k kdα β= , and 

Fourier-transforming Eq. (S21) we arrive at the expression for ( )J ω  as listed in the text, 

Eq. (7.1).   
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Diffusion in harmonic potential: derivation of (0)J . 

 

The diffusion in potential ( , )U r Ω  is described by Smoluchowski equation: 

 

0 0
0 0 0 0

( , ,0 | , , )
( , ,0 | , , ) [ ( , ,0 | , , ) ( , )]tr tr

P r r
D P r r D P r r U r

τ τ β τ
τ

∂ Ω Ω = ∆ Ω Ω + ∇ Ω Ω ∇ Ω
∂

  

           (S22) 

 

where 1/ Bk Tβ = , Bk  is Boltzmann constant, T  is temperature, and the differential 

operator ∇  is: 

 

1 1

sinrr r rφ θθ φ θ
∂ ∂ ∂∇ = + +
∂ ∂ ∂

e e e        (S23). 

 

The knowledge of 0 0( , ,0 | , , )P r r τΩ Ω  allows for evaluation of the correlation function 

and further for calculation of the spectral densities. Note that spectral density at zero 

frequency, (0)J , amounts to the integral of the correlation function, cf. Eq. (2) and Eq. 

(S1), and can be written as follows: 

 

*
2 2 0

 0 0 0 0 0 0 03
0

( )
(0) 4 ( , ,0) ( , )m

A

Y
J d r dr P r r

r
π τΩ= Ω Ω Ω∫      (S24) 

 

2 2
0 0 0 03

0

( )
( , ) ( , ,0 | , , )m

A

Y
r d r dr d P r r

r
τ τ τ

∞ ΩΩ = Ω Ω Ω∫ ∫     (S25). 

 

Szabo, Schulten, and Schulten demonstrated that Smoluchowski equation can be reduced 

to a differential equation for 0 0( , )A rτ Ω .7 This latter equation contains no dependence on 

time and is, therefore, easier to solve: 
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2
3

( )
( , ) ( ( , ))( ( , )) m

tr A tr A

Y
D r D r U r

r
τ β τ Ω∆ Ω − ∇ Ω ∇ Ω = −     (S26). 

 

For the sake of convenience we have relabeled the variables: instead of 0 0,r Ω  the above 

equation uses ,r Ω . 

 Consider now the specific problem at hand where the particle diffuses between 

two concentric spheres subject to a harmonic restraining potential: 

 

2

2

1
( , )

2

r
U r

β σ
Ω =          (S27). 

 

The parameter σ  is related to the root mean square length of the ideal Gaussian chain, l , 

as / 3lσ = .7 The reflecting boundary conditions at 0r d=  and r L= , Eq. (S5), can be 

rewritten for ( , )A rτ Ω  as follows: 

 

0

( , ) ( , )
0A Ar r

r rr d r L

τ τ∂ Ω ∂ Ω= =
∂ ∂= =

      (S28) 

 

We seek the solution of Eq. (S26) in a form of the following construct: 

 

2( , ) ( ) ( )A mr R r Yτ Ω = Ω         (S29). 

 

Substituting Eq. (S29) into Eq. (S26) and invoking the potential Eq. (S27) we arrive at 

the following differential equation for ( )R r :  

 

2 2 3

2 6 1
( ) ( ) ( )

tr

r
R r R r R r

r r D rσ
 ′′ ′+ − − = − 
 

      (S30) 
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where prime denotes the derivative with respect to r  as before, and the boundary 

conditions read: 

 

0
( ) ( ) 0

r d r L
R r R r

= =
′ ′= =         (S31) 

 

The solution of Eq. (S30) can be constructed from two linearly independent solutions of 

the homogeneous equation corresponding to Eq. (S30), 1( )R r  and 2( )R r , plus a 

particular solution of non-homogeneous equation, 3 3( )A R r :8 

 

1 1 2 2 3 3( ) ( ) ( ) ( )R r A R r A R r A R r= + +        (S32.1) 

 

3 2

1

1
( ) exp

2

r
R r

r

σ
σ

    =     
     

        (S32.2) 

 

)()( 142 rR
r

IrR 






=
σ

         (S32.3) 

 

3 1 1( ) ( )
r

R r I R r
σ
 =  
 

         (S32.4) 

 

)()()()( 2010210 LRdRdRLRA ′′−′′=        (S32.5) 

 

1 2 3 0 2 0 3
0

1 1
( ( ) ( ) ( ) ( ))

3 tr

A R L R d R d R L
D Aσ

′ ′ ′ ′= −       (S32.6) 

 

2 1 3 0 1 0 3
0

1 1
( ( ) ( ) ( ) ( ))

3 tr

A R L R d R d R L
D Aσ

′ ′ ′ ′= − +      (S32.7) 

 

3

1

3 tr

A
D σ

=                     (S32.8). 
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Here  

 

2

0

( ) exp
2

z
n

n

x
I z x dx

 
= − 

 
∫         (S33.1) 

 

with explicit expressions: 

 

2

1( ) 1 exp
2

z
I z

 
= − − 

 
         (S33.2) 

 

( )
2

3
4( ) 3 erf 3 exp

2 22

z z
I z z z

π   = − + −  
   

      (S33.3) 

 

Finally, before Eq. (S24) can be evaluated, one needs to define the equilibrium 

probability distribution: 

 

0

2

2
2

1
exp

2
( , ,0)

1
4 exp

2

L

d

r

P r
r

r dr

σ

π
σ

  −  
   Ω =

  −  
   

∫

       (S34) 

     

Substituting Eqs. (S29, S32.1) and Eq. (S34) into Eq. (S24) and making use of the 

orthogonality property of spherical harmonics we obtain the result for (0)J , as listed in 

the text, Eqs. (12.1 – 12.9). 
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Sample preparation 

 

The N-terminal SH3 domain of the Drosophila adapter protein drk (drkN SH3), was 

expressed and purified using the protocol adapted from Forman-Kay group.9 Three 

single-cysteine mutants, A3C, D32C, and D59C, were engineered using the QuikChange 

kit from Stratagene. Special care was taken to obtain a high degree of MTSL labeling. 

Following the purification, the protein material was incubated at room temperature with 

10-fold excess of dithiothreitol (DTT). The DTT was subsequently removed by 

ultrafiltration (Amicon, 3 kD cutoff), as the protein was transferred into the denaturing 

buffer (2 M GuHCl, 50 mM sodium phosphate, pH 6.0). The sample was then diluted 

with denaturing buffer to the concentration of 20 µM and reacted with 20-fold excess of 

MTSL (Toronto Research Chemicals; stored at –20 ºC as 50 mM stock solution in 

acetonitrile). The reaction proceeded for 12 hours on a rocking shaker at room 

temperature, after which the excess MTSL was removed by ultrafiltration. 2-fold excess 

of N-acetyl-glycine (5 µl of the stock solution of NAG) has been added to the sample as 

an intensity reference. As customary, the measurements were first performed on the 

paramagnetic sample and then repeated on the diamagnetic sample. The sample was 

reduced by adding 5-fold excess of ascorbic acid (3 µl of the stock solution of ascorbic 

acid injected into the NMR tube using a Hamilton syringe) and kept on the bench for two 

hours before returning it to the NMR spectrometer. 

 The expression and purification procedure for human ubiquitin was adapted from 

the work by Lazar et al.10 The denaturing buffer in this case was 8 M urea, pH 2. The 

paramagnetic samples were reduced using 30-fold excess of ascorbic acid. Other details 

of the labeling procedure are the same as for drkN SH3. 
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Figure S1.  Spectra of drkN SH3 A3C – MTSL: oxidized (top) and reduced (bottom) 

samples. The resonance from the reference compound, N-acetyl-glycine, is labeled G0. 
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The effect of partial MTSL reduction on PRE measurements   

 

In this section we model the effect from the presence of diamagnetic species in the 

presumed fully oxidized protein sample. It is assumed that the evolution of the system is 

governed by the simple Bloch-McConnell equation:11   

 

d d dp pd d

p dp p pd p

M R k k Md
M k R k Mdt

− −     
=     − −     

      (S35) 

 

where subscripts distinguish between the diamagnetic and paramagnetic components and 

the exchange rates obey the chemical balance condition, 0 0
dp d pd pk p k p= . 

 Here we seek to model a straightforward relaxation experiment, namely HSQC 

scheme complemented with an additional variable length spin-echo period (i.e. proton 2R  

spin-echo experiment).12, 13 Instead of reproducing the entire sequence, we focus on the 

portion of the sequence where proton magnetization is transverse – namely, two INEPT 

periods, the spin-echo element, and the acquisition time. The specific simulation 

algorithm is as follows. Prior to the beginning of the sequence, the system is assumed to 

be in equilibrium, 0(0)d dM p=  and 0(0)p pM p= . The subsequent propagation through the 

two INEPT periods and spin-echo period, of total duration -2 INEPT spin echoτ τ τ= + , is 

computed by means of Eq. (S35).  

 In doing so the transverse proton relaxation rate for diamagnetic species is set to a 

certain constant value, -1
2, 15 sdR = , as estimated from our experimental data. The 

paramagnetic relaxation rate, on the other hand, is assumed to be dependent on the 

residue number. Specifically, we choose the diffusion in harmonic potential model to 

simulate residue-dependent paramagnetic rates, 2, 2,p dR R PRE= + , where PRE  is the 

function of the spacing between the two spins, HN MTSLn n− . Finally, the exchange rate, 

ex dp pdk k k= + , and the population of diamagnetic species, 0 01d pp p= − , are both treated as 

tunable parameters. 

 Following the evolution during -2 INEPT spin echoτ τ τ= + , the surviving proton 

magnetization is passed over for detection (acquisition time 2t ). The resulting spectral 

line, consisting of two Lorentzian contours with relative amplitudes ( )dM τ  and  ( )pM τ , 
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can be readily reconstructed using Eq. (S35). The simulated line is then digitized with the 

step of 5 Hz and fitted with a single Lorentz contour using a procedure that mimics the 

treatment of the experimental data. In this manner the integral of the spectral line is 

obtained; in the context of the PRE measurements, this is equivalent to the determination 

of the peak volume. 

 The above simulation is repeated multiple times for a series of delays -spin echoτ  (the 

duration of the delays is the same as used in our experimental measurements). The result 

is a simulated decay profile, -( )ox spin echoV τ . This profile is subsequently fitted with a single 

exponential, yielding an apparent relaxation rate as observed in the oxidized sample, 2
oxR . 

As discussed in the text, this apparent rate can be dramatically different from the target 

rate, 2,pR . The fundamental cause of this discrepancy is that the data analysis protocol 

mistakes the small residual peak associated with diamagnetic ‘impurity’ for a signal of 

interest (i.e. a signal from paramagnetic protein). 

 As an alternative to a full-fledged relaxation experiment,12, 13 we also modeled a 

simple measurement scheme which is commonly used for measuring the PRE rates in 

unfolded proteins.14, 15 In this scheme only one spectral plane per sample is recorded, 

- 0spin echoτ = . The volumes of the peaks from the oxidized and reduced samples are then 

used to determine the paramagnetic relaxation enhancements, 

( 1/ 2 ) ln( / )INEPT ox redPRE V Vτ= −  (note the difference with the standard procedure that 

relies on peak intensities). This approach is much more forgiving with respect to the 

effect of diamagnetic ‘impurity’. Indeed, even when oxV  represents nothing but 

diamagnetic impurity, the ratio /ox redV V  turns out to be small due to the low content of 

diamagnetic species. As a result, the PRE rate is correctly predicted to be large. 

 The relationship between the two above measurement schemes is illustrated in Fig. 

S2. The top section of the plot shows our experimental data from the sample of drkN SH3 

A3C – MTSL in 2 M GuHCl. The left panel displays the PRE rates derived from the ratio 

/ox redV V , Eq. (20) in the text. The right panel, on the other hand, represents the results of 

the full-fledged relaxation measurement scheme, 2 2
ox redPRE R R= − . The results are, 

clearly, at odds; especially striking is the finding of the slowly relaxing peaks in the 

vicinity of the paramagnetic label, upper right panel in Fig. S2. A similar pattern has been 

observed in other mutants of drkN SH3 and in ubiquitin (results not shown). 

 The lower portion of the plot Fig. S2 demonstrates that the experimentally 

observed trends can be fairly well reproduced by means of the numeric simulation. The 

simulation does not aspire to be quantitatively accurate. First, the chosen diffusion in  
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harmonic potential model is approximate and involves some arbitrarily assigned 

parameters. Second, the diamagnetic relaxation rate was set, for simplicity, to a generic 

constant, -1
2, 15 sdR = . Third, the experimental data offer some evidence of slow 

exchange, -1~ 1 sexk  (specifically, modest broadening of the diamagnetic impurity peaks 

in the vicinity of the paramagnetic label). The simulations using non-zero exchange rates 

   

  

Fig. S2. Comparison of the two methods for PRE determination: based on the ratio of 

peak volumes /ox redV V  (left column) and on the full-fledged proton 2R  relaxation 

experiment (right column). The top portion of the plot shows the experimental data 

from the sample of drkN SH3 A3C – MTSL. The data plotted in the upper left corner 

have been acquired in 32 hrs (two HSQC spectra using recycling delay 5 s). The data 

plotted in the upper right corner have been acquired in 70 hrs (seven points per decay 

curve, ranging from 7 to 32 ms in the case of the oxidized sample and from 7 to 60 ms 

in the case of the reduced sample). The bottom portion of the plot shows the outcome 

of the simulations as described in the Supporting materials. In the simulations the 

diamagnetic relaxation rate was set to a generic constant value, -1
2, 15 sdR = . The target 

PRE rates (blue line in the plot) have been simulated using the diffusion in harmonic 

potential model with b = 5 Å, d0 = 4 Å, 2
0 / 2 nstr trd Dτ = = . Other simulation 

parameters were 0 0.15dp = , 0exk = . 
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led to PRE profiles in reasonable agreement with the experimental data (not shown). In 

the simulations Fig. S2, however, we prefer to use a minimalistic set of parameters and 

hence set 0exk = .  

 While exact details pertaining to the diamagnetic ‘impurities’ and the purported 

reduction / re-oxidation equilibrium remain unknown, it is clear that these impurities are 

responsible for the failure of the relaxation measurement scheme illustrated in the right 

half of Fig. S2. The alternative scheme, on the other hand, proves to be fairly resistant to 

these effects. In particular, there is only a minimum deviation between the rates extracted 

on the basis of the /ox redV V  ratio (red bars) and the target PRE values (blue curve), as 

shown in the lower left panel of Fig. S2. This result serves as a justification for the 

measurement scheme chosen in our study.  
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