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1. INTRODUCTION

The interactions between molecules and molecular systems play key roles in many
important phenomena in chemistry, the biological sciences, materials science and
engineering, and chemical and mechanical engineering, among many other dis-
ciplines. Important examples include the structure and properties of weakly in-
teracting clusters; the behavior and properties of liquids; solvent effects on ions,
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electrolytes, amino acids and other biomolecules, and the mechanisms of chemi-
cal reactions; the structures and structure-activity relationships of large molecules
like polymers, proteins and enzymes; aggregation of polymers in solution; and the
nature of interfacial (e.g., gas–liquid and liquid–solid) phenomena.

Because intermolecular interactions are so important, one needs theoretical
methodologies that can accurately account for the broad range of such interac-
tions. The most desirable theoretical approach would be to use a level of quantum
mechanics (QM) that can treat both intermolecular and intramolecular (typically
covalent) interactions with an acceptable level of accuracy. The range of intermole-
cular interactions summarized above will involve many different types of inter-
molecular forces, while intramolecular interactions will include the same forces as
well as strong covalent bonds. Realistically, the minimal QM levels of theory that
can adequately treat all of these phenomena are second order perturbation theory
(MP2) [1] and (preferably) coupled cluster (CC) theory with some accounting of
triples; i.e., CCSD(T) [2]. Unfortunately, a sufficiently high level of QM comes at
a significant computational cost; for example, CCSD(T) scales ∼N7 with problem
size, where N is the number of atomic basis functions. This places serious limita-
tions on the sizes of accessible molecular systems.

An alternative approach to the study of intermolecular interactions is to em-
ploy a model potential. Such potentials, broadly referred to as molecular me-
chanics (MM), can generally not account for bond-breaking, but can, in principle,
account for the range of intermolecular interactions. If one is concerned with both
intermolecular interactions and breaking chemical bonds, a combined QM/MM
approach can be used [3]. Ideally, model potentials should be derived from first
principles and should contain all of the essential underlying physics.

A particularly promising model potential is the effective fragment potential
(EFP) that has been developed by the authors and many co-workers [4,5]. The EFP
method was originally developed specifically to describe aqueous solvent effects
on biomolecular systems and chemical reaction mechanisms. This EFP1 method
contains fitted parameters for the repulsive term and, while very successful for
its original purpose [6,7], it is difficult to extend beyond water. Therefore, for the
last decade, the authors and co-workers have been developing a more general
(EFP2) method that includes all of the essential physics and that has no empirically
fitted parameters. The remainder of this work focuses exclusively on the EFP2
method and a few illustrative examples. For simplicity the method will henceforth
be referred to as EFP.

2. EFP2 THEORY

2.1 Contributing interaction terms

All of the terms in the EFP method may be thought of as truncated expansions. At
present, the EFP interaction energy is a sum of five terms:

(1)E = Ecoul + Eind + Eexrep + Edisp + Ect.
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Equation (1) specifically refers to EFP-EFP interactions. EFP-QM interactions are
discussed later. Ecoul refers to the Coulomb portion of the electrostatic interaction.
This term is obtained using the distributed multipolar expansion introduced by
Stone, with the expansion carried out through octopoles. The expansion centers
are taken to be the atom centers and the bond midpoints. So, for water, there are
five expansion points (three at the atom centers and two at the O–H bond mid-
points), while in benzene there are 24 expansion points. Eind is the induction or
polarization part of the electrostatic interaction. This term is represented by the
interaction of the induced dipole on one fragment with the permanent dipole on
another fragment, expressed in terms of the dipole polarizability. Although this is
just the first term of the polarizability expansion, it is robust, because the molecu-
lar polarizability is expressed as a tensor sum of localized molecular orbital (LMO)
polarizabilities. That is, the number of polarizability points is equal to the number
of bonds and lone pairs in the molecule. This dipole–induced dipole term is iter-
ated to self-consistency, so some many body effects are included.

The exchange repulsion Eexrep is derived as an expansion in the intermolecu-
lar overlap. When this overlap expansion is expressed in terms of frozen LMOs
on each fragment, the expansion can reliably be truncated at the quadratic term
[8]. This term does require that each EFP carries a basis set, and the smallest rec-
ommended basis set is 6-31++G(d,p) [9] for acceptable results. Since the basis set
is used only to calculate overlap integrals, the computation is very fast and quite
large basis sets are realistic. The dispersion interaction can be expressed as the
familiar inverse R expansion,

(2)Edisp =
∑

n

CnR−n.

The coefficients Cn may be derived from the (imaginary) frequency dependent
polarizabilities summed over the entire frequency range [10,11]. If one employs
only dipole polarizabilities the dispersion expansion is truncated at the leading
term, with n = 6. In the current EFP code, an estimate is used for the n = 8 term,
in addition to the explicitly derived n = 6 term. Rather than express a molecular C6
as a sum over atomic interaction terms, the EFP dispersion is expressed in terms
of LMO-LMO interactions. In order to ensure that the dispersion interaction goes
to zero at short distances, the damping term proposed by Tang and Toennies [12]
is employed.

The charge transfer interaction Ect is derived by considering, using a super-
molecule approach, the interactions between the occupied valence molecular or-
bitals on one fragment with the virtual orbitals on another fragment. This leads to
significant energy lowering in ab initio calculations on ionic or highly polar species
when incomplete basis sets are employed. An approximate formula [13] for the
charge transfer interaction in the EFP2 method was derived and implemented us-
ing a second order perturbative treatment of the intermolecular interactions for a
pair of molecules at the Hartree–Fock level of theory. The approximate formula is
formulated in canonical orbitals from Hartree–Fock calculations of independent
molecules and uses a multipolar expansion (through quadrupoles) of the molecu-
lar electrostatic potentials. Orthonormality between the virtual orbitals of the other
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molecule to all the orbitals of the considered molecule is enforced so the charge
transfer is not contaminated with induction. Implemented in the EFP method, the
approximate formula gives charge transfer energies comparable to those obtained
from Hartree–Fock calculations. The analytic gradients of the charge transfer en-
ergy were also derived and implemented, enabling efficient geometry optimiza-
tion and molecular dynamics simulations [13].

The two electrostatic terms discussed above, Ecoul and Eind must be modu-
lated by damping, or screening, expressions. The Coulomb point multipole model
breaks down when fragments approach too closely, since then the actual electron
density on the two fragments is not well approximated by point multipoles. The
latter interactions become too repulsive and must be moderated by a screening
term [14]. On the other hand, the induction interaction becomes too attractive if
fragments approach each other too closely, so a damping term is needed here as
well. To avoid this unphysical behavior, the multipole electrostatic potential is aug-
mented by exponential damping functions fdamp = 1−exp(−αR), with parameters
α being determined at each multipole expansion point by fitting the multipole
damped potential to the Hartree–Fock one. Damping terms in the electrostatic en-
ergy are derived explicitly from the damped potential and the charge density. The
damping procedure can be extended to higher electrostatic terms, such as charge–
dipole, dipole–dipole, etc. Charge–dipole, dipole–dipole, and dipole–quadrupole
damping is applied to the polarization energy.

EFPs currently have internally fixed geometries. Analytic gradients for all
terms have been derived and implemented, so full geometry optimizations and
Monte Carlo and molecular dynamics simulations [15,16] can be performed. Be-
cause the method involves no empirically fitted parameters, an EFP for any system
can be generated by a “makefp” run in the GAMESS suite of programs.

2.2 Energy gradients and molecular dynamics

Because the analytic gradients of all the interaction terms in the EFP2 method
have been derived and implemented, molecular dynamics simulations can be
performed [16]. The EFP electrostatic and dispersion interactions have relatively
simple expressions, and the corresponding analytic energy gradients (forces and
torques) can be derived in a straightforward manner. The exchange repulsion and
charge transfer interactions are modeled with approximate formulas that employ
MOs from SCF calculations on independent molecules. The MOs and their en-
ergies are the EFP parameters for these two interaction terms. The gradients are
obtained by differentiating the corresponding energy expressions with respect to
molecular rotational and translational displacements. The timings for the gradient
evaluation for exchange repulsion and charge transfer are only 1–2 times those for
the corresponding energy evaluation [17].

All of the EFP interaction terms are pairwise additive, except the induction
(polarization) energy, which is modeled with asymmetric anisotropic polarizabil-
ity tensors located at the centroids of the localized molecular orbitals. The analytic
energy gradients (both forces and torques) for anisotropic polarizability tensors
are derived via a direct differentiation approach in the form of matrix equations.
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The forces and torques on the polarizability tensors can be evaluated with the
induced dipoles (as if they were permanent) and the total electric fields at the
polarizability tensors. Once the induced dipoles have been determined, the exact
polarization energy gradients can be evaluated analytically at a very low cost [16].

Periodic boundary conditions (PBC) with the minimum image convention
(MIC) [18] have been implemented for the EFP method by using the distances
between the centers of masses of the (rigid) molecules as the inter-molecular dis-
tances [15]. To ensure energy conservation in molecular dynamics simulations,
switching functions are applied to modify the intermolecular potential so that the
interaction potential energies and forces for molecular pairs smoothly decrease to
zero within the periodic cell [19]. The application of the MIC-PBC and switching
functions can be rigorously applied to both the pairwise interaction terms and
the EFP polarization energy. Using the MIC-PBC and a fifth-order polynomial
switching function, very good energy conservation has been realized in molecular
dynamics simulations with the EFP method [16].

2.3 Interface with continuum

Low-cost continuum models are often used to assess bulk solvation effects. The
polarizable continuum models (PCM) [20] are continuum solvation models in
which the solvent effects are described with induced surface charges. In a PCM
calculation, the solutes can be modeled with ab initio methods or force fields, or
both. In a combined QM/EFP/PCM calculation [21], the EFP induced dipoles and
PCM induced charges are iterated to self-consistency as the QM wavefunction con-
verges.

The EFP induced dipoles and PCM induced charges may be described by a
supermatrix equation [22]:

(3)B · w = p.

The matrix p is a combined set of the external electrostatic fields that represent the
effects of the QM field on the EFP polarizability tensors and the PCM potential,
while w is a combined set of induced dipoles and surface charges. The physi-
cal meaning of the supermatrix equation (3) is that the EFP induced dipoles and
PCM induced charges are uniquely determined by the external field and potential;
therefore, the right hand side of Eq. (3) involves only the external field/potential,
and the left side involves only the induced EFP dipoles and PCM charges. The
interactions among the induced dipoles and charges are implicitly described with
the matrix B. The supermatrix Eq. (3) can be solved either with direct inversion or
various iterative methods.

The gradients (both forces and torques) of the polarization energy in a com-
bined EFP/PCM calculation have been derived and implemented [22]. It is found
that all of the energy gradient terms can be formulated as simple electrostatic
forces and torques on the induced dipoles and charges as if they were perma-
nent static dipoles and charges, in accordance with the electrostatic nature of these
models. Geometry optimizations can be performed efficiently with the analytic
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gradients of the EFP + PCM polarization energies. Due to the intrinsic discon-
tinuity in the molecular surface tessellation in the PCM method, the gradients
are not strictly continuous. Although this non-continuity rarely affects geometry
optimizations, it prevents good energy conservation in molecular dynamics simu-
lations.

2.4 EFP-QM interactions
The discussion in the foregoing sections has focused primarily on interactions
among fragments. In order to have a general method that is able to treat solvent ef-
fects on chemical reactions, the analogous EFP-QM interactions are required. The
first two interaction terms in Eq. (1), Ecoul and Eind, have already been developed
for the EFP-QM interface [4,5], including energy gradients. A general expression
for the QM-EFP exchange repulsion interaction, Eexch, has been derived and coded
[23], and the corresponding expressions for the energy gradients are in progress
[24]. Once these gradients have been implemented, one will have an EFP-QM in-
terface at a level of theory that is comparable to Hartree–Fock. The derivation of
the most important remaining component, the dispersion interaction Edisp, and its
energy gradient has been completed, and the implementation is in progress [25].
This will provide a correlated EFP-QM interface.

2.5 EFP-QM across covalent bonds
Since the fragments are represented by model potentials (EFPs), the method
may be considered to be in the general category of QM/MM (quantum mechan-
ics/molecular mechanics) methods. In other contexts QM/MM methods have also
been very useful for describing extended systems in which the QM and MM re-
gions are separated by covalent bonds rather than weak intermolecular forces. To
make the link between the ab initio and MM portions a covalently bonded ab ini-
tio/EFP interface has been developed [26] and implemented in GAMESS [27]. The
method is similar in spirit to that of Assfeld and Rivail [28]. The essential features
of the approach are as follows:

(1) A buffer region consisting of several LMOs, typically surrounding the α-
carbon of a given side-chain, is defined as the ab initio/EFP boundary. Once
the buffer region is defined, these LMOs are obtained by an ab initio calculation
on all or a subset of the system, projected onto the buffer atom basis functions
[29]. These LMOs are subsequently frozen in the EFP calculations by setting
select MO Fock matrix elements to zero [30,31]. The ab initio/buffer region in-
teractions are calculated by including the exact quantum mechanical Coulomb
and exchange operators corresponding to the charge distribution of the buffer
region, in the ab initio Hamiltonian. This requires calculation of two-electron
integrals over basis functions in the buffer region. Since the buffer MOs are
frozen, the changes in induction (polarization) contributions from the buffer
region are neglected during a geometry optimization of the ab initio region.
The effect of this approximation on the chemical reaction of interest can be
systematically reduced by increasing the size of the ab initio region.
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(2) Variational collapse of the ab initio wavefunction into the buffer region is
avoided by keeping the ab initio MOs orthogonal to the buffer LMOs by
Schmidt orthogonalization. This is an approximation relative to a full ab ini-
tio calculation because the MOs are allowed to build up “orthogonality tails”
only in the buffer region, not in the EFP region. The associated error can again
be systematically reduced by increasing the size of the buffer region.

(3) The remaining part of the system (or within a defined radius of the active
region) is represented by an EFP. The presence of the buffer region provides
sufficient separation between the EFP and the ab initio regions to ensure that
the remaining interactions can be treated as non-bonded interactions via the
EFP terms presented above.

3. EXAMPLE APPLICATIONS

3.1 Benzene dimer

The benzene dimer, a prototype for π–π interactions, has attracted extensive
theoretical and experimental attention [32–39]. π–π interactions govern struc-
tures of proteins and DNA, self-assembly of aromatic macromolecules, and drug-
intercalation into DNA. Combined theoretical and experimental studies suggest
that there are two minima on the potential energy surface of the benzene dimer:
The perpendicular T-shaped and parallel-slipped configurations; the transition
state sandwich structure is highest in energy (Figure 10.1). A rotational experi-
ment by Arunan and Gutowsky [35] determined a 4.96 Å separation between the
benzene centers of mass in the T-shaped configuration. The binding energy of the
dimer was determined to be D0 = 1.6 ± 0.2 kcal/mol by Krause et al. [37] and as
2.4 ± 0.4 kcal/mol by Grover et al. [36].

Accurate ab initio calculations for the benzene dimer require using both an ex-
tensive basis set with diffuse functions and a high level of dynamic correlation.
Recently, several independent studies were devoted to theoretical investigation of
the potential energy surface of the benzene dimer [33,34,38–40]. This work closely
follows the analysis presented by Sherrill and co-workers [33,34]. They estimated

FIGURE 10.1 Sandwich, T-shaped, and parallel-displaced configurations of the benzene dimer.



184 M.S. Gordon et al.

FIGURE 10.2 Comparison of the EFP and SAPT energy components (kcal/mol) in the sandwich
benzene dimer. SAPT and CCSD(T) energies from Ref. [33].

potential energy curves for the dimer by the coupled-cluster method including
singles and doubles with perturbative triples corrections [CCSD(T)] [2], using the
aug-cc-pVQZ basis set. They also analyzed the nature of the π–π interactions by
using symmetry-adapted perturbation theory (SAPT) [41]. To analyze the quality
of the EFP results for the benzene dimer, the EFP and SAPT/aug-cc-pVDZ poten-
tial curves for each energy term are compared separately, as well as the EFP and
CCSD(T) total binding energy curves.

The EFP potential for benzene was constructed using the 6-311++G(3df,2p)
basis set, at the MP2/aug-cc-pVTZ [42] monomer geometry from Ref. [34]. Mul-
tipoles were generated using a numerical DMA, with high-order electrostatic
screening [14].

Figures 10.2 and 10.3 present comparisons of the EFP and SAPT results for
electrostatic, exchange-repulsion, polarization, and dispersion terms. The total
EFP, SAPT, and CCSD(T) binding energies are also plotted. Figure 10.2 shows the
potential energy curves for the sandwich configuration and Figure 10.3 gives the T-
shaped curves. The equilibrium inter-monomer distances (defined in Figure 10.1)
in the benzene dimer vary from R = 3.7 Å to 4.0 Å in the sandwich and from
R = 4.9 Å to 5.1 Å in the T-shaped configurations depending on the level of the-
ory and basis set used. The CCSD(T)/aug-cc-pVQZ values are R = 3.9 Å and
R = 5.0 Å, respectively. These intermolecular separations are used as the reference
values in the following discussion. Note that the sandwich and T-shaped config-
urations used here are not minima on the potential energy surface of the dimer;
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FIGURE 10.3 Comparison of the EFP and SAPT energy components (kcal/mol) in the T-shaped
benzene dimer. SAPT and CCSD(T) energies from Ref. [33].

these structures were chosen as representative ones. In the real T-shaped-like min-
imum, the “upper” benzene is tilted, so that one C–C bond is almost parallel to
the plane of the “lower” benzene (see orientation of the benzenes in Figure 10.1).
The sandwich structure is a transition state between different parallel-displaced
configurations [39].

The electrostatic curves are plotted both with and without damping. The EFP
curves without damping underestimate the electrostatic interaction in the equi-
librium region by >1 kcal/mol. The damping correction accounts for most of the
charge-penetration energy, so that the damped EFP energies differ from the SAPT
values by 0.2–0.3 kcal/mol at the equilibrium geometries. Electrostatic damping
is very important for a system like the benzene dimer, because both equilib-
rium geometries and binding energies would be significantly in error without the
damping term.

For each term in the interaction energy, EFP is in excellent agreement with
SAPT, generally within less than 0.5 kcal/mol and often much better. Overall,
EFP over-binds the sandwich dimer by about 0.4 kcal/mol and under-binds the
T-shaped structure by 0.1 kcal/mol, as compared to CCSD(T). The equilibrium
intermolecular separations calculated by EFP are 0.1–0.2 Å longer than those cal-
culated by CCSD(T).

Table 10.1 summarizes the interaction energies of the three structures of the
dimer calculated by MP2, CCSD(T), and EFP. Relative to CCSD(T) with the same
basis set, MP2 underestimates the equilibrium distances by 0.1–0.2 Å and over-
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TABLE 10.1 Equilibrium geometries (angstroms) and interaction energies (kcal/mol) for different
configurations of the benzene dimer

Method Basis Sandwich T-shaped Parallel-displaced

R Energy R Energy R1 R2 Energy

MP2a aug-cc-pVDZb 3.8 −2.83 5.0 −3.00 3.4 1.6 −4.12
aug-cc-pVTZ 3.7 −3.25 4.9 −3.44 3.4 1.6 −4.65
aug-cc-pVQZb 3.7 −3.35 4.9 −3.48 3.4 1.6 −4.73

CCSD(T)a aug-cc-pVDZb 4.0 −1.33 5.1 −2.24 3.6 1.8 −2.22
aug-cc-pVQZb 3.9 −1.70 5.0 −2.61 3.6 1.6 −2.63

EFP 6-311++G 4.0 −2.11 5.2 −2.50 3.8 1.2 −2.34
(3df,2p)

a Reference [33].

b Basis sets as described in Ref. [33].

estimates the binding energies by 0.7–2.1 kcal/mol. The best agreement between
MP2 and CCSD(T) is for the T-shaped structure, while the worst is for the parallel-
displaced configuration. EFP overestimates the inter-monomer separations by 0.1–
0.2 Å, and inaccuracies in the interaction energies are 0.1–0.4 kcal/mol. In general,
the agreement between the EFP and CCSD(T) methods is very reasonable, and EFP
is in better agreement with CCSD(T) than is MP2. This is striking in view of the
orders of magnitude less computer time required by EFP. For example, a single-
point energy calculation in the 6-311++G(3df,2p) basis set (660 basis functions) by
MP2 requires 142 minutes of CPU time on one IBM Power5 processor, whereas the
analogous EFP calculation requires only 0.4 seconds.

3.2 Benzene–water

Interactions of aromatic molecules with solvent are of fundamental interest, since
these interactions are common in bio-systems. The simplest systems of this type,
small benzene-water complexes, have attracted both experimental and theoret-
ical attention [43–53]. Zwier and coworkers [45–47] have presented accurate IR
data on (benzene)1–2 (water)1–8 complexes. Accurate assignments would provide
unambiguous insight on the structures of these clusters. However, accurate the-
oretical investigation of these clusters is still very challenging. Both an exten-
sive basis set with diffuse functions and a high level of dynamic correlation are
required for an accurate treatment of these systems [43]. Moreover, binding in
water–benzene complexes is complicated, since both electrostatic interactions, for
hydrogen-bonded water and benzene π–π interactions play a role. Thus, an accu-
rate analysis of these systems requires a balanced description of the different types
of intermolecular interactions.

In this example application, the predictions of EFP and accurate ab initio meth-
ods are compared with experimental values for the water–benzene dimer, with a
focus on the question, what is the nature of the water–benzene interaction?
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TABLE 10.2 Intermolecular distances (angstroms) and binding energies (kcal/mol) in the water–
benzene dimer

Method Ref. Re
a De

b D0

MP2/aVTZ Feller [43] 3.21 −4.01 (−3.13) −3.01 (−2.13)c

CCSD(T)/aVTZ Feller [43] −3.85 −2.85c

Est. MP2/CBS Feller [43] −3.9 ± 0.2 −2.9 ± 0.2c

EFP This work 3.38 −3.90 −2.87
Expt. Gotch, Zwier [45] 3.32 −1.63 to −2.78

Suzuki et al. [52] 3.35
Gutowsky et al. [51] 3.33
Cheng et al. [49] 2.25 ± 0.28
Courty et al. [50] 2.44 ± 0.09

a Distance between the water and benzene centers of mass.

b Values in parentheses correspond to counterpoise-corrected (CP) binding energies.

c Using estimated zero-point vibrational energy from Ref. [43].

EFP parameters for water and benzene were obtained with the
6-311++G(3df,2p) basis set. The benzene EFP is the same as that discussed above.
Electrostatic parameters for water were obtained with a numerical DMA, and
electrostatic interactions were screened by the high-order electrostatic damping
functions. Additionally, for both benzene and water, polarization interactions were
screened as well, with damping parameters at all centers being set to 1.5.

Table 10.2 summarizes the experimental and theoretical intermolecular dis-
tances and binding energies for the lowest energy structure of the water-benzene
dimer. Experimental values of the intermolecular distances (determined as the
distance between the centers of mass in water and benzene) are 3.32–3.35 Å, so
MP2 underestimates these values by more than 0.1 Å, whereas EFP overestimates
them by about 0.05 Å. There is significant disagreement in the measured binding
energies in the benzene dimer, e.g., the binding energy was determined to be 1.63–
2.78 kcal/mol in Ref. [45], 2.25±0.28 kcal/mol in Ref. [49] and 2.44±0.09 kcal/mol
in Ref. [50]. Theoretical binding energies dramatically depend on the method and
basis set used.

Even though there is no accurate estimate of the CCSD(T)/complete basis
set (CBS) binding energy in the literature, it seems that MP2 generally overesti-
mates the CCSD(T) binding by about 0.2 kcal/mol. This results in an estimated
2.7 kcal/mol CCSD(T) binding energy, in reasonable agreement with the avail-
able experimental data. The EFP binding energy in the water-benzene dimer is
3.9 kcal/mol, which, when combined with the EFP ZPE value of 1.03 kcal/mol,
results in a net binding of 2.87 kcal/mol. This agrees very well with the MP2/CBS
limit and over-binds the experimental [CCSD(T)] values by about 0.5 [0.2]
kcal/mol.

Figure 10.4 compares binding in the water dimer and benzene dimers with
that in the water-benzene dimer. The energy components were calculated by EFP
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FIGURE 10.4 Binding in water dimer, benzene dimer, and water–benzene dimer by EFP. All
values are in kcal/mol.

at the EFP equilibrium geometries for each dimer. It is well known that the dom-
inant contribution to binding in the water dimer is the electrostatic interaction
(−8.6 kcal/mol), whereas the polarization and dispersion interactions are almost
10 times weaker. Contrarily, binding in the parallel-displaced benzene dimer is
dominated by dispersion forces (−4.9 kcal/mol). The T-shaped benzene dimer has
significant contributions from both dispersion and electrostatic forces, and, not
surprisingly, this is also true for the two structures of the benzene-water dimer.
It is also educational to compare the total binding energies in the dimers shown
in Figure 10.4. The water dimer is the most strongly bound, the benzene dimers
have the weakest interaction energies, but the water–benzene dimer is in between.
However, including ZPEs makes the situation less obvious. The ZPE values are
largest in the water dimer and the smallest in the benzene dimers, benzene–water
dimers again being in the middle. This results in a striking observation that the
ZPE-corrected binding energies of the dimers are much less spread energetically.
Thus, the immiscibility of benzene in water is due to an unfavorable entropy,
rather than enthalpy, contribution.

3.3 The prediction of the pKa value of Lys55 using QM/MM

The approach taken in this work to predict the pKa of an amine group in the pro-
tein, HA+, is related to the standard free energy change, �G, due to proton transfer
to a reference compound (using Lys residues as an example),

(4)pKa = 10.60 + {[
G(A) − G(HA+)

] − [
G(CH3NH2) − G(CH3NH+

3 )
]}

/1.36.
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FIGURE 10.5 (a) Subsystem of OMTKY3 used to obtain the buffer region (bold) used for (b) ab
initio/buffer/EFP regions (red/blue/green) used for the computation of the pKa of Lys55.

Here, 10.60 is the experimentally determined pKa of methylamine at 298 K [54]
and 1.36 is RT ln 10 for T = 298 K in kcal/mol. G(X) is the total free energy (in
kcal/mol) of molecule X, which is the sum of the ground state electronic energy
(Eele), thermochemical energy (Gtrv), and solvation energy (Gsol):

(5)G = Eele + Gtrv + Gsol.

The solution structure of OMTKY3 has been determined using NMR by Hoogstra-
ten et al. [55], and was obtained from the Protein Data Bank (entry 1OMU). The
first of the 50 conformers is used without further refinement of the overall struc-
ture.

The electronic and geometric structures of the Lys55 and Tyr20 side chains are
treated quantum mechanically at the MP2/6-31+G(2d,p)//RHF/6-31G(d) level
of theory (Figure 10.5), while the rest of the protein is treated with an EFP, de-
scribed in more detail below. The use of the diffuse functions on atoms near the
buffer region causes SCF convergence problems due to couplings with the induced
dipoles in the EFP region, so the 6-31+G(2d,p) basis set was used only for the
CδH2CεH2NH3· · ·HO–Cξ (Cε1, 2H)2 atoms in the MP2 calculation.

The ab initio region is separated from the protein EFP by a buffer region [26]
comprised of frozen LMOs corresponding to all the bond LMOs connecting the
bold atoms in Figure 10.5, as well as the core and lone pair LMOs belonging to
those atoms. The Pro22 buffer is needed to describe its short-range interactions
with Tyr20 [56]. The buffer LMOs are generated by an RHF/6-31G(d) calculation
on a subset of the system (shown in Figure 10.5), projected onto the buffer atom
basis functions, and subsequently frozen in the EFP calculations by setting select
off-diagonal MO Fock matrix elements to zero. The ab initio/buffer region interac-
tions are calculated ab initio, and thus include short-range interactions.

The EFP describing the rest of the protein is generated by nine separate ab ini-
tio calculations on overlapping pieces of the protein truncated by methyl groups.
Two different regions of overlap are used depending on whether it occurs on the
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protein backbone or on a disulfide bridge, as described in Ref. [56]. The electro-
static potential of each protein piece is expanded in terms of multipoles through
octupoles centered at all atomic and bond midpoint centers using Stone’s Distrib-
uted Multipole Analysis [57]. The monopoles of the entire EFP are scaled to ensure
a net integer charge and the dipole polarizability tensor due to each LMO in the
EFP region is calculated by a perturbation expression, as described in Ref. [56].

The vibrational free energy (Gvib) of the optimized part of the ab initio region
is calculated by the Partial Hessian Vibrational Analysis (PHVA) method [58]. The
solvation energy (�Gs) is calculated with the EFP/PCM interface developed by
Bandyopadyay et al. [59] for small molecules and extended to macromolecules by
Li, Pomelli, and Jensen [60,61].

The pKa of Lys55 computed using this approach is 11.4 pH units, in good agree-
ment with the experimental value [62] of 11.1 considering the uncertainty in the
experimental values is roughly ±0.1 pH units. A more thorough summary of this
work can be found in reference [63], and further application of this general ap-
proach to other residue types and proteins can be found in [64–67].

4. SUMMARY AND FUTURE DEVELOPMENTS

As illustrated in this work, the effective fragment potential is an accurate method
for treating the broad range of intermolecular interactions, at a small fraction of the
cost of ab initio calculations that produce comparable accuracy. Because no empiri-
cally fitted parameters are required, an EFP can easily be generated automatically
for any closed shell species simply by running the appropriate GAMESS calcula-
tion on the isolated molecule. The long-term goal of the method is to use it both
as a stand-alone method to study intermolecular interactions and as an interface
with electronic structure methods to provide a sophisticated QM/MM approach
to such phenomena as solvent effects on chemical reactions and solvent-induced
spectroscopic shifts. To attain this goal, several new features are in progress.

While the leading R−6 term in the dispersion expansion generally accounts
for the largest part of the dispersion interaction, higher order terms are clearly
needed when polar or ionic species are present in the system of interest. The cur-
rent method has an estimate for the R−8 term11, but a more rigorous accounting
for this and other terms is needed. At present, an EFP can only be generated for
closed shell species, but one can imagine many instances in which an EFP for an
open shell compound (e.g., radical) would be useful. A preliminary open shell EFP
version is nearly completed and will be made available shortly [24]. At present, the
geometry of an EFP is internally frozen. This is not unreasonable for simple mole-
cules like water, but if one wishes to use EFPs to study biomolecules or polymers,
it is desirable to at least allow the molecule to relax along torsional coordinates.

As discussed in section 2.4, several new developments are in progress in or-
der to make the EFP-QM interface fully viable. In addition, EFP interfaces are
being built with methods that can treat excited electronic states. In addition to
the existing MCSCF interface, these include CI singles and time-dependent den-
sity functional theory in the short term and more sophisticated CI and coupled
cluster methods in the longer term.
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