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The simplest variational method for treating electronic excited states, configuration interaction with single
excitations (CIS), has been interfaced with the effective fragment potential (EFP) method to provide an effective
and computationally efficient approach for studying the qualitative effects of solvents on the electronic spectra
of molecules. Three different approaches for interfacing a non-self-consistent field (SCF) excited-state quantum
mechanics (QM) method and the EFP method are discussed. The most sophisticated and complex approach
(termed fully self consistent) calculates the excited-state electron density with fully self-consistent accounting
for the polarization (induction) energy of effective fragments. The simplest approach (method 1) includes a
strategy that indirectly adds the EFP perturbation to the CIS wave function and energy via modified
Hartree-Fock molecular orbitals, so that there is no direct EFP interaction with the excited-state density. An
intermediate approach (method 2) accomplishes the latter in a noniterative perturbative manner. Theoretical
descriptions of the three approaches are presented, and test results of solvent-induced shifts using methods 1
and 2 are compared with fully ab initio values. These comparisons illustrate that, at least for the test cases
examined here, modification of the ground-state Hartree-Fock orbitals is the largest and most important
factor in the calculated solvent-induced shifts. Method 1 is then employed to study the aqueous solvation of
coumarin 151 and compared with experimental measurements.

I. Introduction

The ability to predict and understand solvent-induced shifts
in electronic spectra is of great importance in chemical,
biological, and medicinal sciences.1-4 Solvent-induced shifts in
electronic spectra result from two sources, (a) intrinsic differ-
ences in the solute due to interactions with the field produced
by solvent molecules and (b) differences between ground- and
excited-state solute-solvent interactions due to modifications
of the solute electron density by the surrounding solvent
molecules. It has been demonstrated that excited-state properties
of some solutes, such as coumarins, are very sensitive to
interactions with surrounding solvent molecules.5-8 Therefore,
coumarins are widely used as a tool to investigate the
solute-solvent interactions and solvation dynamics.4,9-12 For
example, recently, coumarin 153 has been used as a probe to
study solvent dynamics in proteins by time-dependent fluores-
cence Stokes shift13 measurements.14 In order to understand the
effects of polarity and the H-bonding of the solvents on the
electronic spectrum of coumarin 120, a study by Zhao et al.
using TDDFT15,16 (time-dependent density functional theory)
with the PCM17 (polarizable continuum model) for solvents was
performed.8 By including the explicit solvent molecules that are
hydrogen-bonded to the solute, these authors predicted that the
intermolecular solute-solvent and solvent-solvent interactions
at the microscopic level affect the transition energies of
coumarin 120 in aqueous solution.

A study by Karelson et al. on solvent-induced shifts indicates
that two explicit water molecules forming H-bonds with
pyrimidine are necessary to accurately predict its solvent shift.18

Similar conclusions were reached by Cave et al., who, using
TDDFT combined with a dielectric continuum solvent model,
showed that the excitation energies of coumarin 120 and
coumarin 151 are overestimated compared to those from the
experiments due to the lack of explicit descriptions of
solute-solvent interactions in the solvent model.19 Therefore,
it is important to reliably model the solvent molecules and their
impact on electronic spectra in order to capture the correct
solvent-induced shifts in the absorption spectra.

Theoretical investigations of absorption spectra in the con-
densed phase are limited by difficulties in accurately incorporat-
ing the solvent environment into the quantum treatment of a
solute system of interest. The treatment of the solvent molecules
using ab initio methods would capture the solvent effects most
accurately, but such treatments are limited by their computa-
tional demands. There have been some methodological advances
for the study of condensed-phase electronic spectroscopy,
especially using dielectric continuum methods to represent the
solvents.18,20-27 While continuum methods are computationally
inexpensive, they cannot describe explicit solute-solvent
interactions such as hydrogen bonding. In other words, the
microscopic structure around the solute molecules is not
adequately described by the implicit solvent methods. On the
other hand, discrete solvent methods treat each solvent molecule
explicitly, and the bulk behavior can also be described by using
molecular dynamics and Monte Carlo simulation techniques.
The disadvantage of the explicit solvent models is that they are
dependent on the quality of the model potential and on the
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sampling of the configurational space. The latter is usually
required to be extensive and therefore computationally demanding.

The present work introduces a discrete approach for analyzing
solvent effects on electronic spectra, in which the singly excited
configuration interaction (CIS) method is combined with the
effective fragment potential (EFP)28,29 method. The EFP, a model
potential that is largely based on first principles, has been
demonstrated to accurately reproduce the effects of solvents on
electronically excited states. Yoo et al. combined the TDDFT
method for excited states with EFP to study the optical properties
of molecules in the condensed phase.30 This TDDFT/EFP
investigation successfully reproduced the experimentally ob-
served solvent-induced shifts of acetone. While the present work
focuses on the simple CIS method, the strategies that are
presented here are relevant for most ab initio excited-state
methods.

Several theoretical methods are routinely employed for
determining excited-state properties in the gas and condensed
phases. These include CIS,31-33 TDDFT,15,16,32 complete active
space self-consistent field (CASSCF),34-37 configuration interac-
tion with single and double excitations (CISD),38 symmetry-
adapted cluster configuration interaction (SAC-CI),39,40 equation-
of-motion coupled-cluster (EOM-CC),41-43 multireference
perturbation theory (MRPT),44,45 and multireference CI (MRCI).46,47

CIS is the simplest and least computationally demanding of these
methods. It provides a qualitatively correct characterization of
excited states that are dominated by single excitations.

There are two versions of the EFP method. EFP1 is specific
to water and has been implemented for Hartree-Fock (HF) and
density functional theory (DFT). EFP2 is a more general method
that has not yet been fully interfaced with ab initio methods.
The focus of the present work is to combine CIS with the EFP1/
HF method to calculate solvent-induced shifts in the UV spectra
of solute molecules. Three approaches are considered, all of
which are relevant as well to most of the excited-state methods
mentioned in the previous paragraph and to EFP1/DFT as well.
Only minor modifications will be required for the more general
EFP2 method,28,48,49 once that method has been fully interfaced
with ab initio methodology.

An important contribution to solvent-induced spectral shifts
is the induction (polarization) energy because the electron
density of the solute changes upon excitation, and the polariza-
tion of the solvent will respond to the altered electron density
in its excited state. Some studies have considered the importance
of mutual solute-solvent polarization between solute and
solvent molecules on the excitation energy.46,50,51 Xu et al.
examined the effects of solute polarization of the n-π*
transition of formaldehyde in the condensed phase using a QM/
MM method that combines MRCI and molecular dynamics
simulations using a classical force field.46 They found that the
solute polarizability is an important component of solvent-
induced shifts of formaldehyde, contributing about 35% of the
shift in the calculated excitation energy. Aidas et al. have found
that the inclusion of explicit polarization due to solvent
molecules in combined quantum mechanics/molecular mechan-
ics (QM/MM) calculations of excited states slightly lowers the
excitation energy.50 Studies by Kongsted et al. combined the
coupled-cluster method with a MM method and introduced
polarization effects due to solvent molecules using an iterative
self-consistent approach. These authors found that neglecting
the MM polarization overestimated the excitation energies.51

Several studies on electronic spectroscopy in the condensed
phase have combined a QM method with explicit solvent models
that incorporate polarization effects. Luzhkov et al. developed

a hybrid QM/MM method to study the solvent effects on
electronic spectra using a Langevin dipole52 solvent model.53

Another study by Thompson et al. described a QM method
combined with a polarizable MM method to study excited
states.54 Gao et al. implemented a combined QM-polarizable
MM potential approach for excited states to examine the solvent
effects on pyrimidine.55 They used a semiempirical method for
the solute and a classical model for the solvent molecules.
Karelson and co-workers successfully extended the SCRF (self-
consistent reaction field)56 implicit model to study solvent effects
on excited states including solvent polarization.24 As outlined
in the next section, a key feature of the EFP method is that it
includes a solvent polarization term that is iterated to self-
consistency within the quantum mechanical part of the calcula-
tion. The EFP solvent model poses an advantage over continuum
models by being an explicit and polarizable solvent model that
can describe the instantaneous electronic response of the solvent
molecules for electronic excitations.

In the present study, three approaches to the CIS/EFP1 QM/
MM method are presented. In the most sophisticated and
complex approach (termed fully self consistent), the polarization
(induction) term of EFP is fully iterated to be self-consistent
with the excited-state wave function. This method provides an
excited state that is fully consistent with the environment by
calculating the response of the environment according to the
electron density of the excited state, within the CIS iterative
(Davidson diagonalization57) procedure. The second approach
(method 1) is the simplest way to indirectly add the polarization
perturbation to the excited state via modified HF orbitals. The
third approach (method 2) is a compromise between the first
two, in which the calculation of the excited-state solvent
response within the CIS iterative procedure is avoided by
employing a one-time perturbative correction term that estimates
the solvent response for the excited-state density.

The outline of this paper is as follows. In section II, the
methodological details of the three approaches for interfacing
the CIS and EFP1/HF methods are described. Section III
describes the computational details. Section IV benchmarks and
illustrates the accuracy of the CIS/EFP1 schemes for several
small molecules. Applications of the CIS/EFP1 interface to
acetone and coumarin 151 using a molecular dynamics simula-
tion are also presented. Conclusions are drawn in section V.

II. Theory

A. Summary of the EFP Method. The effective fragment
potential method has been described in many previous papers;28,29

therefore, it is only briefly summarized here. The version of
the EFP method used in the present work is based in part on
the Hartree-Fock (HF) method and is referred to as EFP1/HF.
However, the entire discussion is equally applicable to the
analogous method that was derived from DFT, EFP1/DFT.58

EFP1/HF contains three terms that describe solute-solvent and
solvent-solvent Columbic, induction, and exchange repulsion
interactions. Coulomb (electrostatic) interactions in the EFP
method are represented by a distributed multipole analysis
(DMA) up through octopoles.59 The electrostatic EFP contribu-
tion to the QM Hamiltonian is28

Vk
es(m, s) ) ∑

k)1

Nk [-qk

rk
- ∑

a

x,y,z

µa
kF̂a(rk) -

1
3 ∑

ab

x,y,z

Θab
k F̂ab(rk) -

1
15 ∑

abc

x,y,z

Ωabc
k F̂abc(rk)] (1)
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where µ, Θ, and Ω are the EFP dipole, quadrupole, and octopole
moments, respectively. F̂a, F̂ab, and F̂abc are the solute electric
field, field gradient, and second derivative field operators,
respectively. Nk is the total number of EFP multipole expansion
points. A damping term is used to account for the overlapping
charge densities when the solute-solvent or solvent-solvent
molecules are very close to each other.60

The polarization (induction) term is treated using a finite field
dipole-induced dipole model in which the interaction is iterated
to self-consistency. In the EFP approach, the polarizability tensor
is expressed in terms of individual localized molecular orbital
(LMO) tensors for each LMO in the molecule, for example,
two bond LMOs and two lone pair LMOs in water. The
polarization/induction contribution to the QM Hamiltonian is
given in eq 2. F is the field due to the ab initio part of the
system, and R̃ab

l (m) is the polarizability component of the mth
fragment in the lth localized orbital; a and b run over the x, y,
z coordinates

The third EFP term is a remainder term that accounts for all
interactions that are not accounted for in the first two terms. At
the Hartee-Fock (HF) level of theory, these are the exchange
repulsion + charge transfer interactions. For QM-EFP interac-
tions, the remainder term is expanded in terms of Gaussian
functions

where m refers to a fragment center for the exchange repulsion
potential. The expansion points are the atomic centers and the
center of mass. The parameter � is generally set equal to unity,
and the expansion includes only one term. The parameters R
are obtained by evaluating the HF water dimer potential at many
points, subtracting the Coulomb and induction interactions, and
fitting the QM-EFP remainder term to the remaining HF
interaction.28 The corresponding EFP-EFP remainder interaction
is obtained in a similar manner, except that exponential functions
are used rather than Gaussians.

B. EFP-QM Interface. In the present study, the solvent
effects are treated using the effective fragment potential (EFP)
method. The aim is to calculate the vertical excitations, with
and without the presence of solvent molecules, at the optimized
ground-state geometry, in order to assess the affects of the
solvent on the calculated excitation energies. Because of the
dependence of the EFP induction interaction on the solute
electron density, the changing electron density of the solute upon
electronic excitation must be accounted for by iterating the
dipole-induced dipole interaction to self-consistency. In order
to accomplish this, three approaches have been developed, as
summarized in the following paragraphs.

Fully Self-Consistent Method. This method is the most
rigorous approach for combining the EFP1/HF method with a
QM method for excited states. It involves a coupled iterative
procedure that solves both the solute wave function (represented
by CIS) and the solvent-induced dipoles (represented by EFP1/
HF) to obtain an excited state that is fully consistent with the
environment. Since this method adds the polarization perturba-
tion in a self-consistent manner within the CIS Davidson

diagonalization iterative procedure, it is the most accurate and
complete description of the inclusion of polarization perturbation
in the excited-state energy.

The total Hamiltonian of the excited-state system can be
written as

The superscript EX represents the excited state.
Hpol

EX in eq 4 is the EFP1 polarization interaction term. Ho
EX is

Hoo
EX in eq 5 is the gas-phase time-independent QM Hamil-

tonian of the system. Hes
EX represents the electrostatic interaction

term, and Hrem
EX is the exchange repulsion + charge transfer EFP

interaction term.
The total excited-state energy of the system is given as

follows

where ψCIS is the CIS wave function.
The polarization/induction interaction must be iterated to self-

consistency. In order to derive the polarization contribution to
the excited-state energy, consider the polarization energy
expression in terms of induced dipoles that is analogous to the
ground-state expression obtained by Day et al.29

The quantities in eq 7 are defined as follows; µbi
EX is the total

induced dipole moment vector at the polarizable point i in the EFP.
The polarizable points are taken to be the centroids of the localized
molecular orbitals in the effective fragment. The induced dipole
moments may be written in terms of the polarizability R̃i at
polarizable point i, and the total field Fbi

tot,EX:

µbi
EX′ in eq 7 is the dipole moment induced by the field of the induced

dipoles and is written as

where R̃i
T is the transpose of the polarizability tensor. The total

field Fbi
tot,EX in eq 7 at the polarizable point i contains four

components and is written as

where, Fbi
nuc and 〈ψCIS|fbi

el|ψCIS〉 are the fields from the QM nuclei
and from the electrons, respectively

Fbi
efp represents the field due to the static multipoles on the

EFP fragments, and Fbi
µ,EX is the field vector from induced dipoles

on the EFP fragments.

Vl
pol ) -1

2 ∑
a,b

x,y,z

Fa(r1)R̃ab
l (m)〈Fb(r1)〉 (2)

Vm
rem ) ∑

j

�m,j exp(-Rm,jrm
2 ) (3)

HEX ) Ho
EX + Hpol

EX (4)

Ho
EX ) Hoo

EX + Hes
EX + Hrem

EX (5)

EEX ) 〈ψCIS|Ho
EX + Hpol

EX|ψCIS〉 (6)

Epol
EX ) -1

2 ∑
i

(µfi
EX - µfi

EX′)Fbi
tot,EX (7)

µfi
EX ) R̃iFbi

tot,EX

µi
EX′ ) R̃i

TFi
µ,EX

Fbi
tot,EX ) Fbi

nuc + 〈ψCIS| fbi
el|ψCIS〉 + Fbi

efp + Fbi
µ,EX (8)

6744 J. Phys. Chem. A, Vol. 114, No. 25, 2010 Arora et al.



The contribution from the polarization energy in the excited
state can be obtained using the variational method. The
functional can be formed as

where WEX is the Lagrange multiplier due to the normalization
constraint. Also, WEX represents the energy that is obtained
directly from quantum mechanics and contains the polarization
contribution.

Equations 6-9 lead to

where Eo
EX ) 〈ψCIS|Ho

EX|ψCIS〉.

Recall that Ho
EXcontains the contributions from the EFP Coulomb

and remainder interactions. Variation of eq 11 with respect to
the wave function parameters gives the following

Applying the condition δL ) 0 to eq 12 gives

where cc stands for complex conjugate and µbi
EX( ) R̃i

T Fbi
tot,EX.

µbi
EX and µbi

EX(
in eq 13 are equal if the polarizability tensor is

symmetric (R̃i
T ) R̃i). WEX is

Equation 14 represents the Hamiltonian matrix containing the
contribution from the polarization perturbation in the form of
induced dipoles. In order to obtain the final converged CIS
eigenvalues and eigenvectors, one of two approaches could be
employed; (a) an ideal way to add the polarization perturbation

in the CIS Hamiltonian would be to use the relaxed excited-
state density (expectation value density + non-Hellman Feyn-
man contribution).61 This would require solving multiple
coupled-perturbed Hartree-Fock (CPHF) equations62,63 to iterate
on the relaxed excited state density and the corresponding
induced dipoles. (b) Alternatively, one could form the nonre-
laxed excited-state density (ignoring the non-Hellman Feynman
term) and the corresponding induced dipoles and iterate only
within the Davidson diagonalization procedure to obtain the final
eigenvectors and eigenvalues. Obtaining an excited state that
is fully consistent with the environment using either of these
two approaches is likely to be computationally demanding.64

The variational procedure does not produce the complete
energy; therefore, the total energy is

Substituting Eo
EX from eq 15 and Epol

EX from eq 7 to form EEX

The second term in eq 17 is the correction term to the quantum
mechanical energy, WEX, that is necessary in order to obtain
the correct total energy.

The ground-state energy obtained using the same procedure
as in eqs 6-17 is

where the superscript G represents the ground state and µbi
G, µbi

G(
,

and µbi
G′ are the ground-state induced dipoles. ψ is the ground-

state wave function. WG is the quantum mechanical energy of
the ground state that contains the polarization contribution from
EFP and is obtained via the variational procedure.

The transition energy for the fully self-consistent method can
be obtained as

Equation 17 is the final equation for the excited-state energy
for the fully self-consistent method that includes iterating
excited-state induced dipoles to self-consistency within the CIS
iterative procedure. This procedure, while possibly tractable for
CIS, would be very time-consuming for complex methods such

L ) EEX - WEX(〈ψCIS|ψCIS〉 - 1) (9)

L ) Eo
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as multireference CI, multireference perturbation theory, CISD,
or EOM-CC.41 Now, consider two approximations to the fully
self-consistent method.

Method 1. The simplest approach is to include the polarization
effect due to the EFP solvent molecules only in the ground-
state HF orbitals. The excited states are then altered because
the HF orbitals have been modified, and these modified MOs
in turn alter the CI coefficients. There is no direct modification
of the CI coefficients.

The total excited-state energy for method 1 including the
EFP1 perturbation is given as

The numerical subscript in eq 21, and in equations hereafter,
indicates the method number (1 or 2).

Ho
EX is the Hamiltonian operator for the ab initio part plus

the contribution from the EFP1 exchange repulsion + charge
transfer and electrostatic terms.

Similar to the fully self-consistent method, the variational
procedure is applied to method 1, and the functional is

Following the same procedure as in eqs 6-17, the QM energy
containing the contribution from the polarization perturbation
can be obtained as

The total excited-state energy is then

where the polarization energy, Epol
G , as derived for the ground

state, is

Equation 27 is the final working equation for the total excited-
state energy for method 1. The transition energy is

Using eqs 27 and 18, one obtains the following for the
excitation energy:

Method 2. In method 2, an excited-state energy is obtained
by including the ground-state solvent-induced dipole terms as
described in the formulation of method 1; then, once the iterative
process is complete, a one-time correction term is added to
account for the solvent response for the excited-state density.
This is accomplished by recalculating the induced dipoles
corresponding to the excited-state density.

The method 1 eqs 21-24 also apply to method 2. They lead
to the method 2 quantum mechanical energy in analogy with
eq 24

where W2
EX is the method 2 quantum mechanical energy.

Since the application of the variational method does not
provide the complete polarization energy contribution, the total
energy of the hybrid QM/MM system is (see eq 25)

where Epol
EX is the polarization energy for the excited state (eq

7). Therefore (see eq 27)

Equation 33 contains the explicit polarization response to the
excited-state density, unlike method 1 in which no explicit
polarization response is added to the excited state.

The solvated QM excited-state energy obtained using method
1 contains the ground-state induced dipole terms (eq 31), and
in principle, the excited-state energy could be formulated using
eq 6. Therefore, a correction term that accounts for the
interaction of the ground-state dipoles and the excited-state wave
function must be added to W2

EX in method 2. This correction
term is

The second term in eq 34 corresponds to the second term in eq
31, which is the ground-state induced dipole term. The first term

E1
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in eq 34 adds the electron polarization response to the excited-
state dipoles.

The leading correction term in eq 34 can be simplified to

Adding the correction term (eq 35) to eq 33

Equation 36 can be written in the form of eq 27 as

Using W1
EX ) W2

EX and eq 37, eq 36 becomes

Equation 38 is the final working equation for method 2. Note
that the response to the excited-state density is not fully iterated
to self-consistency.

The three methods described here are general approaches and
can be applied to other QM methods as well.

III. Computational Methods

Solvent-induced shifts are calculated by taking the difference
between the gas-phase and aqueous-phase vertical excitation
energies of the solute. Several examples are used to test the
CIS/EFP1 method, a water dimer (H2O(H2O)), formaldehyde
with 1 water (HCHO(H2O)), dimethyl sulphoxide in 4 waters
(CH3SOCH3(H2O)4), and dimethyl sulphoxide in 14 waters
(CH3SOCH3(H2O)14). The solute molecules in these examples
are treated using the CIS method, and the water molecules are
described with the EFP1/HF method. The ground-state structures
are optimized using RHF/6-31G+(d,p), and the vertical excita-
tion energies are calculated using the CIS/EFP methods 1 and
2 described in the previous section. The solvent-induced shifts
calculated in this manner are compared with full ab initio
calculations, in which both the solute and the solvent molecules
are treated using the CIS/6-31+G(d) level of theory at the same
geometry as that for CIS/EFP1.

In addition to the test examples discussed in the previous
paragraph, the CIS/EFP1 method 1 was also used to calculate
the solvent-induced shifts of solute molecules in bulk solution.

Two systems, acetone in 100 EFP1 water molecules and
coumarin 151 in 150 EFP1 waters, were chosen to study the
solvent-induced shifts in the condensed phase. For both systems,
the molecular dynamics (MD) method was employed to generate
several configurations. In the MD simulations, an isolated system
consisted of 100 EFP1 waters with 1 acetone molecule and 150
EFP1 water molecules with 1 coumarin 151 molecule. For both
systems, acetone and coumarin 151 belong to the QM region,
and the EFP1 water molecules belong to the MM region. A
Nosé-Hoover chain method65 was employed to perform the
canonical ensemble (NVT) simulation at 300 K temperature,
and a 1 fs time step was chosen. The data was obtained from
equilibrated trajectories of 3-6 ps length, during which the
snapshots were taken at every 10 fs. At each snapshot, the
vertical excitation energy was calculated using the CIS/EFP1
method 1. The EFP internal geometries were frozen, but there
were no such restrictions on the internal solute structures. All
calculations were done using electronic structure code
GAMESS.66 The structures shown in the figures are visualized
with a graphical interface to GAMESS called MacMolPlot.67

IV. Results and Discussion

Tables 1-4 show the vertical excitation energies and the
solvent-induced shifts calculated using CIS/EFP1 methods 1 and
2. The solvent-induced shifts of formaldehyde plus one water
are examined in Table 1. The shifts calculated using both
methods 1 and 2 are in very good agreement with the full ab
initio values. The same is true for the water dimer shown in
Table 2, dimethyl sulphoxide(H2O)4 in Table 3, and
CH3SOCH3(H2O)14 in Table 4. In all examples, the errors are
on the order of a few hundredths of an eV. The accuracy of
method 1 relative to that of method 2 and to that of the full
QM results for both absolute excitation energies and solvent
shifts suggests that at least for these four test molecules, the
indirect effect of the perturbation of the ground-state molecular
orbitals by the EFP1 potential makes the overwhelming
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TABLE 1: Vertical Excitation Energies (n f π*) and
Solvent-Induced Shifts (eV) for HCHO(H2O) Calculated
Using CIS/EFP Methods 1 and 2 and with Full Ab Initio
CIS

method 1 method 2 full CIS

vertical excitation energy (∆E) 4.87 4.86 4.87
solvent shifta 0.18 0.17 0.18

a The gas-phase vertical excitation energy is 4.69 eV.

TABLE 2: Vertical Excitation Energies (n f σ*) and
Solvent-Induced Shifts (eV) for H2O(H2O) Calculated using
CIS/EFP1 methods 1 and 2 and with Full Ab Initio CIS

method 1 method 2 full CIS

vertical excitation energy (∆E) 9.75 9.72 9.71
solvent shifta 0.42 0.39 0.38

a The gas-phase vertical excitation energy is 9.33 eV.

TABLE 3: Vertical Excitation Energies (n f σ*) and
Solvent-Induced Shifts (eV) for CH3SOCH3(H2O)4 calculated
using CIS/EFP1 Methods 1 and 2 and with Full Ab Initio
CIS

method 1 method 2 full CIS

vertical excitation energy (∆E) 7.06 7.05 7.06
solvent shifta 0.16 0.16 0.17

a The gas-phase vertical excitation energy is 6.89 eV.
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contribution to the solvent-induced shifts. In comparison, the
perturbation of the excited-state wave function has only a very
minor effect. This may not always be the case, and many more
examples must be tested with CIS and more sophisticated
excited-state methods. However, a tentative conclusion is that
the fully consistent method is not expected to be required.
Consequently, in the next two examples, only method 1 is
considered. Method 1 is now applied to study acetone in 100
EFP1 water molecules and coumarin 151 in 150 EFP1 waters.

Acetone in 100 EFP1. The absorption of acetone has been
extensively studied in previous theoretical calculations30,50,68,69

as well as in experimental measurements.70-72 The S0 to S1

excitation in acetone is the n f π* excitation that occurs from
an O lone pair into the π* orbital of the carbonyl double bond.
The highest occupied (n) and lowest unoccupied (π*) molecular
orbitals are shown in Figure 1.

MD simulations were used to generate several configurations
of acetone in 100 EFP1 water molecules at 300 K. A snapshot
of acetone in 100 EFP1 waters during a MD simulation is shown
in Figure 2. A simulated absorption spectrum was generated
by calculating the vertical excitation energy at each snapshot
obtained from the MD simulation. Simulated absorption spectra

of the acetone molecule in both the gas and aqueous phases are
shown in Figure 3. The curve on the left illustrates the gas-
phase n f π* absorption spectrum, while the one on the right
shows the absorption spectrum for solvated acetone. The
calculated acetone spectrum shows a solvent-induced blue shift
for the n f π*; this is qualitatively consistent with the
experimental results.72 The averaged gas-phase and aqueous-
phase acetone n f π* vertical excitation energies and solvent-
induced shifts are compared in Table 5 with previous experi-
mental measurements70,71 and theoretical calculations.30 The CIS/
EFP1 vertical excitation energies are overestimated, reflecting
the approximate nature of the CIS method; however, the solvent-
induced shifts in the absorption spectrum predicted by CIS/
EFP1 are in qualitative agreement with the previous results.

Coumarin 151 in 150 EFP waters. Coumarins have been
studied extensively because they are known to exhibit desirable
anticancer and antibiotic properties.73,74 They also exhibit
interesting solvent dynamics4,9,75,76 There have been several
experimental and theoretical studies of the excited-state proper-
ties of coumarin 151.19,69,77-79 The πf π* transition in the gas
and condensed phases of the coumarin 151 molecule is studied
here. The HOMO (π) and LUMO (π*) coumarin 151 orbitals
are shown in Figure 4. Simulated πf π* absorption spectra in
the gas and condensed phases were generated using several
configurations obtained from MD simulations at 300 K (see
Figure 5). A snapshot of coumarin 151 in 150 EFP waters during

TABLE 4: Vertical Excitation Energies (n f σ*) and
Solvent-Induced Shifts (eV) for CH3SOCH3(H2O)14

Calculated using CIS/EFP1 Methods 1 and 2 and with Full
Ab Initio CIS

method 1 method 2 full CIS

vertical excitation energy (∆E) 7.29 7.28 7.30
solvent shifta 0.50 0.49 0.51

a The gas-phase vertical excitation energy is 6.79 eV.

Figure 1. The highest occupied (a) and lowest unoccupied (b)
molecular orbitals of acetone (CH3COCH3).

Figure 2. A snapshot of acetone in 100 EFP1 water molecules during
the molecular dynamics simulation.

Figure 3. A simulated spectrum for the n f π* vertical excitation
energy of acetone. The curve on the left is for gas-phase acetone, and
the one on the right is for solvated acetone.

TABLE 5: Comparison of the Calculated Average Vertical
Excitation Energies (n f π*) and Solvent-Induced Shifts
(eV) of Acetone in the Gas and Aqueous Phases with Those
from Previous Work

Gas Phase

expt70-72 TDDFT30 CIS

vertical excitation
energy (∆E)

4.48 4.38 5.16

Aqueous Phase

expt70-72 TDDFT/EFP130 method 1

vertical excitation
energy (∆E)

4.67-4.69 4.59 5.52

solvent shift 0.19-0.21 0.21 0.36
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the MD simulation is shown in Figure 6. The averaged πf π*
vertical excitation energies in the gas and aqueous phases are
compared with experimental values in Table 6. The CIS/EFP1
method overestimates the vertical excitation energies relative
to the experiments, as one would expect. However, a red shift
is correctly predicted for the π f π* excitation of coumarin

151 as the medium is changed from the gas to aqueous phase;
this is qualitatively consistent with previous experimental and
theoretical calculations.13,43,47,55,68-75

V. Conclusions

In order to study the solvent-induced shifts in the electronic
spectra, the work herein discusses three approaches that have
been formulated to interface a QM method for excited states
(CIS) with an explicit solvent method called EFP. The main
question that has been addressed in this study is how to
incorporate the polarization perturbation due to the solvent
molecules in the excited-state energy.

The fully self-consistent method is the most sophisticated and
complex approach that calculates the solvent response within
the CIS iterative procedure to obtain an excited state that is
fully consistent with the environment. The second approach,
method 1, is the simplest approach that indirectly alters the
excited states via HF orbitals that are modified due to their
interactions with the EFP solvent molecules. The third approach
(method 2) is an approximation to the fully self-consistent
method and adds a one-time perturbative correction term that
includes the solvent response for the excited-state density.
Methods 1 and 2 have been implemented and successfully tested
in GAMESS for microsolvated solute molecules. The test
examples examined here show that both methods 1 and 2 predict
vertical excitation energies and solvent shifts that are in good
agreement with the full ab initio results. The accuracy of method
1 relative to the full QM results leads to the conclusion that the
indirect effect of the perturbation of the ground-state molecular
orbitals by the EFP1 potential makes by far the most significant
contribution to the solvent-induced shifts. Indeed, the modifica-
tions in method 2 relative to method 1 have a very small impact
on the solvent-induced shifts. The CIS/EFP1 method 1, as
applied to the prediction of bulk solvent effects on the vertical
excitation energies of acetone and coumarin 151, exhibits
qualitative agreement with the experimental measurements.

Figure 4. (a) The highest occupied (π) and (b) lowest unoccupied (π*) molecular orbitals of coumarin 151 (7-amino-4-trifluoromethyl-1,2-
benzopyrone).

Figure 5. A simulated spectrum for a πf π* vertical excitation energy
of coumarin 151. The right curve is for the gas-phase coumarin 151,
and the left curve represents the solvated coumarin 151.

Figure 6. A snapshot of coumarin 151 in 150 EFP1 water molecules
during a molecular dynamics simulation.

TABLE 6: Comparison of the Average Vertical Excitation
Energy (π f π*) and Solvent Shifts (eV) of Coumarin 151
in the Gas and Aqueous Phases with Those from Previous
Experimental Work

expt77

(gas)
expt69

(aqueous)
CIS
(gas) method 1

vertical excitation
energy (∆E)

3.55 3.48 4.99 4.91

solvent shift 0.08 0.07
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Therefore, method 1 is a simple method that can be employed
to semiquantitatively study solvent effects in large systems.

It is important to recognize that the formulations described
here to combine the excited-state method, CIS, with the explicit
solvent model, EFP1, are general and can therefore be extended
to more sophisticated excited-state methods, such as EOM-CC,
multireference CI, multireference perturbation theory, and CISD,
to accurately capture the quantitative solvent effects on the
excited states.
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