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We analyzed the accuracy of the fragment molecular orbital method using various representations of the
embedding potential and extended its applicability to large basis sets by proposing to use potential-derived
point charges with screening combined with the adaptive frozen orbital treatment of the detached bonds. A
comprehensive set of basis sets: STO-3G, 6-31G*, 6-311G*, 6-31++G**, 6-311++G**, cc-pVDZ, cc-
pVTZ, aug-cc-pVDZ, and aug-cc-pVTZ was employed; for tests systems we used water clusters with 16 and
32 molecules, the R-helices and �-strands of alanine containing 10 and 20 residues, as well as chignolin
(PDB: 1UAO) and Trp-cage miniprotein (PDB: 1L2Y).

1. Introduction

Recently, there has been considerable development in the field
of quantum-chemical methods applicable to large systems. On
the one hand, there are traditional ab initio and semiempirical
methods taking advantage of various ideas to reduce the
scaling;1–11 on the other hand, there are numerous fragment-
based approaches.12–28 In addition, new generation force fields
based on quantum-chemical calculations of fragments have also
been suggested.29,30

The fragment molecular orbital (FMO) method has been
proposed by Kitaura et al.31 extending the physical picture given
by the energy decomposition analysis (EDA)32 into the treatment
of large systems by defining fragments and describing the
interaction between them. FMO33–35 has been developed to treat
many types of wave functions36–43 and their combinations in
the multilayer approach44 as well as solvent effects.45,46 Geom-
etry optimizations47 and molecular dynamics48–50 can be per-
formed, as well as the fragment interaction analyses.51–53

FMO has been applied to an extensive number of problems,
such as protein-ligand binding,54,55 protein-DNA interaction,56

explicit57–60 and continuum61 solvation, enzymatic reactions,62

protein folding,63 nanowires,64 excited states in proteins,65–67 and
drug-design related studies.68,69

The distinctive feature of FMO is the inclusion of the
electrostatic field from the whole system (sometimes called the
embedding potential) into each individual fragment calculation,
and in using the many-body expansion70 to include the inter-
fragment interactions.

The focus of the present work is to systematically study the
representations of the embedding potential in FMO, which we
call the electrostatic potential (ESP). ESP from the beginning
has been described in FMO by the rigorous Coulomb potential
consisting of the one- and two-electron terms, only approximated

at large distances by point charges.71 It has been shown72 that
the addition of the exchange interaction to ESP leads to very
poor accuracy in FMO, except in the post factum construction
of the total Fock matrix, which is done to obtain the molecular
orbitals of the whole system. In a related study by Söderhjelm
et al.,73 several electrostatic models have been compared, and
it has been pointed out that using the exact potential leads to
some errors caused by the lack of the exchange-repulsion.

We now consider replacing all two-electron terms by point
charges, even at short distances, and demonstrate that by doing
so one can obtain reasonable accuracy for large basis sets, which
is otherwise impossible with the rigorous ESP. Some previous
studies also have reported the use of point charges in molecular
clusters to describe ESP in FMO42 and other related methods.12,13

The performance of point charges can be improved with the
point multipole screening,74 which we apply in this work to ESP
in FMO.

The covalent bond detachment in FMO can be performed
in two ways: the hybrid orbital projection operator (HOP),75

which is fully variational imposing no restrictions upon the
fragment density distribution, and the adaptive frozen orbital
approach (AFO),76 which introduces frozen orbitals to
describe detached bonds. The first has been typically applied
to highly polar systems such as proteins, whereas the latter
has been used in nanowires and zeolites. It has also been
found that AFO works better with large basis sets by
constraining the polarization (because the electron density
of the detached orbitals is frozen). We use both schemes to
evaluate the performance of potentials.

2. Computations

2.1. Methodology. The two-body FMO expansion (FMO2)
is given for N fragments by

where the total energy E of the full system is written as the
sum of the monomer energies EI, and the pair corrections
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∆EIJ ) EIJ - EI - EJ, where EIJ is the energy of the dimer
made of two fragments I and J. To obtain a better accuracy,
one can define the three-body FMO expansion (FMO3),

which includes the triple corrections computed from the trimer
energies EIJK. Practically, in FMO each fragment calculation is
performed in the field due to all other fragments until self-
consistency (this procedure is known as the self-consistent
charge, SCC), after which dimer, and, optionally, trimer
calculations are done in the field of other fragments determined
in SCC.

Individual n-mers (X) energies are obtained from doing their
ab initio calculations, where the ab initio internal Hamiltonian
HX is modified by the addition of ESP VX (X is monomer I,
dimer IJ, or trimer IJK, for n ) 1, 2, and 3, respectively),

The electrostatic potential has a one-particle form and is a
straightforward matrix element of the Coulomb operator,
describing the attraction between the electron density of X and
nuclei of fragments K * X, and the corresponding repulsion
between the electron density distributions of X and K. The
nucleus-nucleus repulsion energy is added directly to the total
energy. µ, ν, F, and σ run over atomic orbitals in X; K runs
over N-n fragments not included in X (n in n-mer X is defined
above eq 3). ZA and RA are charges and coordinates of atoms
A, respectively. DK is the density matrix of fragment K.

This potential rigorously describes the Coulomb interaction
between fragments, and it was shown52 that it reproduces the
exact electrostatic interaction (FMO vs unfragmented ab initio
calculations), because of the many-body polarization taken into
account in SCC. We denote the potential in eq 3 including two-
electron terms as ESP2. One can approximate those terms as

where PA are atomic populations. Then the potential can be
written using qA ) ZA - PA as

This potential can be used with various ways of defining the
atomic charges qA. We compare the performance of the Mulliken
(m) and potential-derived (p) charges determined on the fly from
the fragment densities which mutually polarize each other in
FMO self-consistently, denoting the corresponding potentials
(eq 5) as ESPm and ESPp, respectively. In practice, in ESP2
the contributions to the potential from remote fragments are
also approximated according to eq 4 (which introduces very

little error) using the point charges (the effect of the charge
definition upon far separated interaction is very small).

The Mulliken charges77 are given by

where X is I or IJ, Α denotes atoms, µ and ν run over atomic
orbitals. qI

IJ and qI
I are the total charges of I in dimer IJ and

monomer I, respectively. ZI is the number of protons in I and
PA

X are the Mulliken atomic populations. DX and SX are the
electron density and overlap integrals of X, respectively.

Mulliken charges were criticized in the past78 and compared
to other charge schemes.79 Gao et al.80 presented a pictorial
representation of the differences in the potentials in eqs 3 and
5 and showed that the field from Mulliken charges deviates
considerably from the exact one. Also, Dahlke and Truhlar81

studied the effect of point charges upon the properties of water
clusters in their electrostatically embedded method equivalent
to the fixed point charge representation of ESP in FMO.

The main drawback of the Mulliken charges is their instability
with respect to an increase in the size of the basis set. In a large
basis set, especially with diffuse functions, there are many ways
to express a given charge distribution, and the optimal one may
be determined variationally. In another basis set, with a different
set of exponents, a similar electron density may be optimally
represented by a different set of point charges. This ambiguity
increases with the size of the basis set, and it can result in very
different and basis set-dependent point charges.

The potential-derived charges82 (often called the ESP charges)
are determined by minimizing the figure-of-merit �2 in the least-
squares procedure:

where VI(r) is the electrostatic potential of fragment I determined
at points i on a grid surrounding it. VI(r) is the functional form
of ESP corresponding to the matrix representation in eq 3. �µ(r)
are real-valued atomic basis functions. Practically, potential-
derived charges are found82 as vector q by solving the matrix
equation Aq ) B, where the matrix A is given by

Ajk ) ∑
i)1

NPOINTS

1 / rijrik

the vector B is

Although the ESP charges are less sensitive to an increase
in the basis set, they are known to be conformationally
dependent and very loosely defined for the so-called “buried”

EFMO3 ) EFMO2 + ∑
I>J>K

N

{(EIJK - EI - EJ - EK) -

∆EIJ - ∆EJK - ∆EKI} (2)
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atoms (because the charges are optimized to reproduce the
potential at the molecular surface, on which the buried atoms
exert very little influence). In the FMO formulation, these
problems are minor as typically FMO fragments are small
and have neither a lot of conformational freedom nor buried
charges.

We note that Okiyama et al.83,84 computed restrained ESP
charges for the whole system using FMO by expanding the
total electrostatic potential (cf eq 8) in the many-body series
similar to eq 1, while we use the fragment-derived charges
computed individually for fragments to describe the embed-
ding potential following the point charge approximation in
FMO,71 similar to what Kamiya et al.13 applied to molecular
clusters.

Representing the molecular electron density by a set of
point charges dramatically decreases the computational cost
of evaluating the Coulomb energy. However, this classical
approximation is valid only when the electron densities of
interacting systems do not overlap, that is, at large separa-
tions. As the intermolecular separation decreases and the
electron densities begin to overlap, the nuclei of one fragment
become less shielded by their electron density and experience
stronger attraction by the electron density of the other
fragment. Thus, the real electrostatic interaction is somewhat
stronger than that calculated by point charges due to charge
penetration. It appears that at equilibrium geometries of many
molecular clusters, charge penetration plays a significant role.
For example, the charge penetration is about 20% of the total
interaction energy in the water dimer and becomes even larger
at shorter intermolecular separations.85

Charge penetration lowers the classical electrostatic energy
of interacting point charges due to the overlap of electronic
densities. Stone86 illustrated the origin of charge penetration
by considering the interaction of a hydrogen-like atom with
nuclear charge Z with a proton. The electrostatic potential
of the electron of a hydrogen-like atom has the form:

Thus, the potential of an electron in a hydrogen-like atom
differs from the classical charge potential by the damping
function fdamp(R). This suggests that in general, the point-charge
representation of the electrostatic potential may be corrected
for charge penetration by the damping function fdamp(R), which
has exponential dependence on the separation R. Introducing a
parameter R ) 2Z, one can rewrite the damping function for
the charge potential as:

A simpler form of the damping function is used for
electrostatic interactions between the fragments within the
effective fragment potential (EFP) framework:87

Although the exponential form of the damping function
appears from the shape of the potential of the hydrogen-like

atom, it is not necessarily the best in general; also, it is
computationally more convenient to evaluate integrals between
the electronic density of one fragment and charge-distribution
of the other fragments modified by Gaussian-like damping
functions.29

The screening of EFP multipoles acting upon the quantum-
mechanical (QM) system is performed in QM/EFP calculations
with the damping function given in eq 12.

With the inclusion of the damping function, the electrostatic
potential (eq 5) in FMO can be defined as

These screened potentials in eq 13 are denoted as ESPM and
ESPP for Mulliken (M) and potential (P) derived charges,
respectively. For a given set of charges, parameters R and �
can be determined by minimizing the difference between the
quantum-mechanical electrostatic potential and the damped
multipolar expansion over a grid of points:

In this work we chose to use the Gaussian-like damping
function (eq 12) with the universal screening parameters of R
) 1 and � ) 1 based on our earlier experience with screening
multipoles.74 We found that the values of R between 0.5 and
2.0 work very similarly, with the typical differences in the total
energy of several kcal/mol or less, with the exception of FMO/
HOP with Mulliken charges, where the differences were as large
as dozens of kcal/mol in some cases, driven by the unreliable
performance of this combination (HOP + ESPM). Parameter �
is set to 1 in order to ensure the complete screening of the charge
when R f 0 (important for the bond detached atoms).

In FMO, we applied the Gaussian-like screening only to the
bond detached atoms (see Figure 1), that is, the atoms at which
the fragment borders lie and which are duplicated in both
fragments. This, in particular, results in the effectively zero
distance between the charges to be screened and the electron
density distributions which they affect as a part of ESP.

It is clear that these charges on BDAs are most affected
by the screening. We also tested the effect of screening all
point charges (not just those of bond detached atoms) and
observed a very small difference of 0.5-1.0 and 0.2 (kcal/
mol) for some subsets of polypeptides and water clusters,
respectively; thus, we limited screening to the bond detached
atoms only. It can be expected that in “normal” geometries,
that is, without unphysically short contacts between frag-
ments, this is sufficient, but in some “abnormal” situations,
in particular, during molecular dynamics50 it may be desirable
to screen all charges.

V(R) ) - 1
R

+ exp(-2ZR)(Z + 1
R) )

- 1
R

[1 - exp(-2ZR)(1 + ZR)] ) - 1
R

fdamp(2ZR) (9)

f1
damp(R) ) 1 - exp(-RR)(1 + RR

2 ) (10)

f2
damp(R) ) 1 - exp(-RR) (11)

f3
damp(R) ) 1 - � exp(-RR2) (12)

Vµν
X ) ∑

K*X

N

∑
A∈K

〈µ|-qAfA
damp(|r - RA|)

|r - RA| |ν〉 (13)

∆ ) ∑
grid

[Vab initio - Vdamped multipole]
2 (14)

fA
damp(R) ) {f3

damp(R), if A is BDA
1, otherwise

(15)
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The following definitions of the errors are used in the
accuracy tests below. The absolute error in the total energy of
each system S is computed as

The composite error is the average of the errors of R,�-
(ALA)10 and chignolin.

The error in the isomer energy difference is defined as

Similar composite and isomer errors are defined for the larger
set of systems, R,�-(ALA)20 and the Trp-cage miniprotein.

The charge transfer52 from fragment I to fragment J, ∆QIJ

and the related composite charge transfer amounts64 used in the
error analysis are:

In eq 19, qI
I is the total charge of fragment I; qI

IJ is the charge
of fragment I within dimer IJ, thus the difference gives the
amount of charge of I transferred to J.

As a short-hand notation, we use FMOn/m, where n is 2 (eq
1) or 3 (eq 2) and m is the number of water molecules or residues
per fragment.

2.2. Calculation Details. All calculations were performed
using Restricted Hartree-Fock (RHF) on the Soroban cluster
using modified GAMESS88 parallelized with the generalized
distributed data interface (GDDI).89 Spherical functions (e.g.,
5d) were used throughout. The integral accuracy was increased
to 10-12. SCF and SCC convergence thresholds were set to 10-7,
except for the 6-311++G** basis set, where both were raised
to about 10-5 to 10-6 to achieve convergence.

The linear dependence deserves a special notion. For large
basis sets (namely, those with diffuse functions) there are linear
dependent basis functions for chignolin and the Trp-cage
miniprotein, which have benzene rings. We used the general
means to exclude those linear dependent basis functions by
removing those corresponding to the eigenvectors of the overlap

Figure 1. Schematic interfragment border (magenta bar). (a) A bond
is detached at the bond detached atom (BDA) on the left, whereas the
bond attached atom (BAA) in the right fragment retains this bond. BDA
is present in both left and right fragments. (b) In SCF of the left
fragment (atoms shown by sticks), the ESP from the right fragment
(the hazy sphere) contains contribution from the BDA electron density
(or atomic charge) as a part of the right fragment density. (c) Similarly,
in SCF of the right fragment, ESP from the left fragment contains
contribution from BDA (shown with a red ring).

TABLE 1: FMOn Error (kcal/mol) in the Total RHF Energy for Water Clusters Divided into m Molecules Per Fragment, vs
ab Initio, for Various Ways to Describe the External Electrostatic Potential (ESP): Mulliken Charges (m), Potential Derived
Charges (p), and the Exact 2-Electron Potential (2)a

6-31G* 6-31++G** cc-pVDZ aug-cc-pVDZ cc-pVTZ aug-cc-pVTZ

system m FMO2 FMO3 FMO2 FMO3 FMO2 FMO3 FMO2 FMO3 FMO2 FMO3 FMO2 FMO3

(H2O)16 1 ESPm -4.9 0.4 0.6 0.3 -5.5 1.0 3.0 0.7 -5.7 1.4 1.7 0.4
1 ESPp -4.6 0.4 0.9 0.3 -9.7 1.0 -1.8 2.0 -7.0 1.3 -0.6 0.9
1 ESP2 -4.9 0.4 -1.0 0.9 -10.9 1.3 -1.7 -2.7 -9.0 1.7 -7.1 -27.3
2 ESPm -2.7 0.2 0.5 0.0 -3.4 0.4 1.5 0.2 -3.2 0.5 0.9 0.0
2 ESPp -2.6 0.2 0.6 0.0 -5.3 0.4 -0.6 0.6 -3.9 0.5 -0.2 0.2
2 ESP2 -2.8 0.2 -0.6 -0.2 -5.9 0.5 -1.2 -0.8 -4.9 0.6 -4.3 -3.6

(H2O)32 1 ESPm -12.8 1.3 2.2 1.3 -16.3 3.3 6.8 3.1 -16.1 4.4 3.4 1.3
1 ESPp -12.0 1.2 3.0 1.3 -25.8 3.5 -5.1 7.9 -18.9 4.3 -2.1 3.4
1 ESP2 -13.1 1.4 -4.5 2.4 -29.0 4.1 -7.9 -16.0 -24.7 5.8 -28.4 -
2 ESPm -8.3 0.4 1.7 0.2 -11.2 0.4 3.7 1.1 -10.0 1.4 1.8 0.2
2 ESPp -7.8 0.3 2.3 0.2 -15.8 0.9 -1.5 2.7 -11.2 1.5 -0.7 0.9
2 ESP2 -8.5 0.4 -3.0 -1.5 -17.6 1.3 -5.0 -430.4 -14.5 2.1 - -

a No potentials are screened. Diverged calculations are shown with “-“.

∆ES ) ES
FMO - ES

ab initio (16)

∆Ecomposite )
1/3(|∆ER-(ALA)10| + |∆E�-(ALA)10| +

|∆Echignolin|) (17)

∆Eisomer ) |∆ER-(ALA)10 - ∆E�-(ALA)10| (18)

∆QIJ ) qI
I - qI

IJ (19)

∆Qj ) ∑
I

N

| ∑
I*J

N

∆QIJ| (20)

∆Q ) ∑
I>J

N

|∆QIJ| (21)
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matrix with the eigenvalues smaller than a threshold value.
Because this technique operates with overlaps of either the whole
system (ab initio) or separate fragments, dimers, and trimers
(FMO), the removal of linear dependent functions is not exactly
the same in FMO and ab initio.

In many cases no linear dependent functions were excluded
at all (typically, for STO-3G, 6-31G*, 6-311G*, cc-pVDZ, and
cc-pVTZ in polypeptides and for all basis sets in water clusters),
whereas in order to obtain convergence some linear dependent
functions were eliminated in other cases with the threshold of
10-6 (except 6-311++G**, where 10-5 was used).

For ESP2, we used the point charge approximation of the
field due to far separated fragments with the threshold RESPPC
of 2.5 (all distance thresholds are unitless71 relative to the atomic
van der Waals radii; 2.5 typically corresponds to 6.5 Å). Dimer
SCF calculations were replaced by the electrostatic approxima-
tion71 with the RESDIM threshold of 3.25. Trimer calculations
were neglected70 if the closest pair in the trimer was separated
by more than 1.25 or if the distance to the third fragment from
this closest pair was larger than 2.0. In the AFO bond
detachment we used the large model with the wide span.64

The potential derived charges were computed with the
following settings. The charges were constrained to reproduce
the molecular charge (water clusters) or charge and dipole
moment (polypeptides). The geodesic set of points90 was used,
based on the scaling factor of the van der Waals radii set to 1.4
for the first layer, applied to 4 layers of points with the spacing
of 0.2 (in terms of those radii).

3. Results and Discussion

3.1. Water Clusters. The geometries were taken from our
previous work,70 consistent with other accuracy studies. The
results are summarized in Table 1. In the following discussion
we mainly focus on the cc-pVlZ and aug-cc-pVlZ basis sets (l
) D,T) although some results for 6-31G* and 6-31++G** are
also given for comparison. Several interesting trends can be
discerned. First, when comparing the effect of the diffuse

functions, for example, cc-pVDZ versus aug-cc-pVDZ, the latter
results for FMO2 are considerably more accurate, with some
exceptions for the ESP2 results discussed below. This happens
as a net result of two competing effects: (a) larger basis sets
have worse results because of the higher order effects involving
the exchange-repulsion and charge transfer,52 (b) larger basis
sets (with diffuse functions) have smaller interaction energies,
leading to smaller FMO2 errors. The same trend is observed
for the comparison of cc-pVDZ and cc-pVTZ, the latter results
for FMO2 are more accurate.

The balance of the above two factors for FMO3 is more
delicate as the errors themselves are smaller. Apparently, the
FMO3 errors for cc-pVDZ are smaller than those for aug-cc-
pVDZ. When an ESP based on point charges is used (ESPM
or ESPP), for cc-pVTZ vs aug-cc-pVTZ the errors for the larger
basis set are smaller, in line with the above trends for FMO2.
The most accurate results are obtained for the largest basis set
aug-cc-pVTZ.

Comparing 6-31G* and 6-31++G**, one can observe that
the latter has a much better accuracy, with a few exceptions
limited to FMO3 with ESP2, where the opposite is true. ESPm
and ESPp have a similar accuracy for these basis sets, which
suggests that the error comes from the many-body quantum
effects rather than the description of the electrostatics; this view
is supported by the similar but slightly worse accuracy of ESP2
as compared to the other two choices. ESP2 for 6-31++G**
does not perform as badly as for aug-cc-pVDZ, which should
be related to the extent in which diffuse functions increase the
interfragment overlap.

One can also argue that especially FMO2/1 calculations have
a smaller basis set superposition error (BSSE) compared to ab
initio, because of the reduced extent in which the deficiency in
the basis set of monomers is compensated by the basis functions
on other fragments, thus some part of the difference in the
energies is not an error, but a discrepancy caused by the reduced
BSSE. This possibly explains (in part) why smaller basis sets

Figure 2. Systems used in tests: (a) (H2O)16, (b) (H2O)32, (c) R-(ALA)10, (d) �-(ALA)10, (e) R-(ALA)20, (f) �-(ALA)20, (g) chignolin (1UAO), and
(h) Trp-cage miniprotein (1L2Y). Hydrogen bonds are shown with green lines. Fragments (for 1 residue/molecule per fragment division) are depicted
in various colors.
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had a larger error as computed by eq 16. Some explicit ways to
correct for BSSE in the FMO framework were developed.13,91,92

Mulliken charges are formal, based on the centers at which
atomic orbitals are put, disregarding the actual charge distribu-
tion, whereas potential-derived charges on the contrary are
space-based. This in particular produces a large difference when
comparing the accuracy of ESPM and ESPP for the basis sets
with diffuse functions. ESPP for all basis sets (except
6-31++G**) and ESP2 results for 6-31G*, cc-pVDZ, and cc-
pVTZ have a distinct trend that FMO2 errors are negative while
FMO3 errors are positive, while ESPM results appear irregular.
This, together with the errors in the dipole moment (not shown)
suggests that the latter results reflect some fortuitous error
cancellation.

The performance of the exact potential (ESP2) is in all cases
worse than the point charge description. This is because the
wave functions of fragments are not orthogonal, and the two-
electron terms in the potential have no terms describing the
exchange-repulsion and charge-transfer effects. This problem
gets worse with the basis set increase, resulting in a collapse in
some cases, for example, for (H2O)32 with FMO3/aug-cc-pVDZ
the error is very large. This is in fact caused by a single trimer,
which under the influence of ESP2 converged to an unphysical
electronic state with the Mulliken charge of one of the hydrogens

of -3.5 e. In other cases no convergence is reached, and the
problems of ESP2 get magnified as the interfragment distance
becomes shorter. The Q criteria (eqs 20 and 21) can be used
together with the ∆QIJ values (all of them can be extended to
trimers for FMO3 diagnostics) to discern manually or automati-
cally such problems.

These ESP2 problems in molecular clusters are less severe
than in polypeptides, as described below. Although ESP2 is the
exact potential of the Coulomb interaction between the electronic
densities, the corresponding exchange interaction described by
the exchange operator72 is absent, and it cannot be added to
improve the Coulomb terms because of the nonorthogonality
of the fragment wave functions. On the other hand, as shown
below for covalently bonded fragments, the point charge
description suffers from the short-range problem.

Finally, we observe that doubling the fragment size typically
reduces the error by a factor of 2-3. At the best level of
FMO3/2 with ESPP, most errors for water clusters are below 1
kcal/mol, although for aug-cc-pVDZ and cc-pVTZ they are 2.7
and 1.5 (kcal/mol), respectively, and a further increase in the
fragment size may be needed to lower the error bar more.

3.2. Application to Polypeptides. The geometries of the
R-helices and �-strands of polyalanine containing 10 and 20

TABLE 2: FMOn Error (kcal/mol) in the Total RHF Energy for the r-Helices and �-Strands of (ALA)10 and Chignolin (PDB
code: 1UAO) Divided into m Residues Per Fragment, vs ab Initio, for Various Ways to Describe the External Electrostatic
Potential (ESP): Mulliken Charges (m), Potential Derived Charges (p), and the Exact 2-Electron Potential (2), as Well As for
the Two Ways to Detach Bonds (AFO and HOP)a

STO-3G 6-31G* 6-311G* cc-pVDZ 6-31++G**

system m bond ESP FMO2 FMO3 FMO2 FMO3 FMO2 FMO3 FMO2 FMO3 FMO2 FMO3

R- (ALA)10 1 AFO m -5.6 -0.5 -1.0 0.6 -0.7 0.7 -9.7 0.2 31.5 -0.6
1 AFO p -0.2 0.0 4.4 0.4 5.7 0.7 3.3 0.9 35.5 -0.7
1 AFO 2 2.3 -0.1 0.3 0.2 -3.3 0.3 -2.6 1.5 - -
1 HOP m 129.5 9.6 99.8 6.4 90.7 5.7 90.3 5.7 - -
1 HOP p 7.0 1.1 7.5 1.7 5.0 1.6 5.5 2.4 9.1 0.7
1 HOP 2 -0.1 -0.1 -4.7 0.2 -14.7 -1.9 -12.2 1.2 - -
2 AFO m 0.4 0.0 0.3 0.2 -1.0 0.2 -1.3 0.0 4.0 0.1
2 AFO p 0.2 0.0 0.4 0.0 0.5 0.0 0.1 0.1 5.5 0.0
2 AFO 2 0.2 0.1 -0.8 0.0 -1.8 0.1 -1.7 0.2 - -
2 HOP m 1.8 1.9 4.4 1.6 2.5 1.3 -2.8 1.0 - -
2 HOP p -0.9 0.3 0.2 0.3 0.1 0.3 -1.0 0.4 2.1 0.4
2 HOP 2 -0.2 0.1 -1.1 0.0 -5.5 0.0 -3.4 0.2 - -

�- (ALA)10 1 AFO m 1.0 -0.1 5.3 0.4 11.2 0.9 0.6 0.2 36.3 0.0
1 AFO p 2.6 0.2 7.3 0.6 7.1 0.5 6.9 0.9 40.0 0.3
1 AFO 2 3.0 0.1 -0.1 -0.2 -5.3 -0.6 0.0 0.1 - -
1 HOP m 163.1 31.3 164.3 35.5 183.4 38.7 180.9 38.8 - -
1 HOP p 13.9 3.8 10.9 3.7 9.2 3.2 18.9 5.6 11.0 3.3
1 HOP 2 0.2 0.0 -6.6 -0.1 -11.2 0.1 -6.1 0.0 - -
2 AFO m -0.3 0.0 -0.4 0.0 -0.1 0.0 -0.5 0.0 -0.5 0.0
2 AFO p 0.0 0.0 0.2 0.0 0.2 0.0 0.3 0.0 0.0 0.0
2 AFO 2 0.0 0.0 0.1 0.0 0.2 0.0 0.2 0.0 - -
2 HOP m 11.5 1.3 10.8 1.4 11.2 1.5 12.3 1.7 - -
2 HOP p 1.2 0.1 1.1 0.1 1.0 0.1 1.7 0.2 0.9 0.1
2 HOP 2 0.0 0.0 0.0 0.0 0.1 0.0 0.1 0.0 - -

1UAO 1 AFO m -0.4 -0.4 0.6 0.2 1.8 0.9 -2.1 0.3 56.7 -0.7
1 AFO p 2.1 -0.1 8.1 0.3 8.3 0.6 8.0 0.5 61.3 -0.1
1 AFO 2 3.1 -0.1 2.3 0.1 -11.1 -2.0 0.9 0.5 - -
1 HOP m 157.9 19.6 136.0 18.4 141.8 18.9 129.6 18.3 - -
1 HOP p 9.9 1.9 8.6 2.4 5.8 2.5 11.4 3.6 10.8 1.8
1 HOP 2 0.5 0.0 -4.8 0.3 -15.6 2.2 -8.2 0.8 - -
2 AFO m 0.9 -0.1 0.4 0.0 -0.2 -0.1 0.8 -0.1 9.6 0.0
2 AFO p 0.5 0.0 1.5 0.0 1.7 -0.1 1.8 0.0 8.7 0.0
2 AFO 2 0.4 0.0 0.3 0.0 0.0 -0.1 0.2 0.0 - -
2 HOP m 16.5 1.5 15.1 2.1 17.2 2.1 15.5 2.3 - -
2 HOP p 1.5 0.3 1.8 0.3 1.4 0.2 2.5 0.5 2.6 0.1
2 HOP 2 0.3 0.0 0.1 0.0 -2.5 0.1 -0.6 0.1 - -

a No potentials are screened. Diverged calculations are shown with “-”.
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residues capped at both termini were taken from the previous
study,70 denoted by R or �-(ALA)n, n ) 10 and 20. The
chignolin (PDB code: 1UAO) geometry was optimized at the
FMO-RHF/MM/6-31(+)G* level, where MM describes solvat-
ing water (TIP3P93).44 The Trp-cage geometry was optimized
at the FMO-RHF/PCM/6-31(+)G* in the previous study,94 and
this structure differs from the one used in other accuracy
studies.76 (+) indicates that diffuse functions were added to
carboxyls only. All structures are shown in Figure 2, drawn
using Facio.95

Initially, we do not perform screening of ESP, and use the
smaller set of systems, (ALA)10 (112 atoms, 10 residues, all
neutral) and chignolin (138 atoms, 10 residues, 4 of them
charged), for a comprehensive test of various representations
of ESP, summarized in Table 2. Comparison of the R-helix and
�-strand isomers is important to evaluate the accuracy of the
relative energetics, eq 18. Chignolin tests are important as a
prototype protein study, with four charged residues. The errors
are visualized in Figure 3.

Our primary concern in this work is to analyze the origin of
the sizable errors of FMO when large basis sets are used70,76

and to suggest ways to improve the accuracy. Traditionally,
FMO was used with the exact representation of the embedding
potential (ESP2) and the HOP scheme. It is clear that HOP/
ESPM shows unacceptably large errors (exceeding 100 kcal/
mol for FMO2/1), which means that the Mulliken point charge
representation of ESP fails to work with the HOP scheme, and
we therefore omit this level from further discussions, unless
otherwise indicated. The AFO scheme, on the other hand, gives
reasonable results, because the charges on the fragment borders
are largely determined by the frozen orbitals fixed in SCF.

Results in Table 2 and Figure 3 show that for the smallest
basis sets STO-3G, HOP/ESP2 is overall the best, with the errors
being less than 0.5 kcal/mol among R,�-(ALA)10 and chignolin,

even at the cheapest level FMO2/1. ESP2 for the double-� with
polarization basis sets (6-31G* and cc-pVDZ) when compared
at all levels works better than either ESPM or ESPP, although
some errors like -12.2 kcal/mol in R-(ALA)10 with cc-pVDZ
are substantial (in which case ESPP gave a considerably better
result). AFO/ESP2 has much smaller errors than HOP/ESP2
and is the most accurate at the FMO2 level for 6-31G* and
cc-pVDZ.

For the triple-� basis set with polarization 6-311G* and in
particular for FMO2/1, ESP2 gives rather poor results when
HOP is used. For AFO the errors of the three schemes (ESPM,
ESPP, and ESP2) were of somewhat comparable accuracy,
without a distinct preference.

For 6-31++G**, which has diffuse functions, ESP2 as well
as HOP/ESPM fail to give convergence. Otherwise, the errors
are in general quite larger and one needs to go beyond FMO2/1
to obtain reasonable results, in which case ESPP and ESPM
perform about equally well for the AFO scheme, and for HOP/
ESPP the FMO2 and FMO3 errors are smaller and larger than
the corresponding AFO/ESPP values, respectively.

Summarizing these results, we conclude that ESP2 can
continue to be used with basis sets like 6-31G* or smaller, while
the point charge representations outperform it for larger basis
sets, which is related to the nonorthogonality of the fragment
wave functions, whose overlap increases with the basis set size.

Next, we examine if the results are improved by the screening,
whose effect is shown in Table 3 and Figure 4. HOP/ESP2
clearly delivers the worst results for 6-311G*, except FMO3/2
when it is neither the worst nor the best method. On the other
hand, AFO/ESPP is consistently the best in accuracy. The effect
of screening is overall positive, with the errors decreasing a
little, except HOP/ESPP in FMO3, where the opposite is true.
For FMO3, the screening approximately halved the HOP/ESPM
errors.

Figure 3. Composite errors in the total RHF energy vs ab initio averaged over R,�-(ALA)10 and chignolin, shown for FMOn/m, where n is the
many-body expansion level for m residues per fragment. (a) FMO2/1, (b) FMO2/2, (c) FMO3/1, and (d) FMO3/2. AFO and HOP bond detachment
schemes are depicted as dashed and solid lines, respectively. The Mulliken (ESPm, denoted m here) and potential-derived (ESPp, denoted p here)
charge representations are shown as diamonds and squares, respectively. The 2e representation (ESP2) is depicted with triangles. No potentials are
screened.
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Also, the screening approximately halved many of the
relatively large FMO2/1 errors for AFO/ESPP, which can be
seen by comparing Tables 2 and 3. For instance, the error of
8.1 kcal/mol (1UAO, 6-31G*, Table 2) is reduced to 4.2 kcal/
mol (Table 3), and the trend of the error reduction by the
screening appears to be general, as can also be seen in Figure
4 (6-311G*) for the composite errors (AFO/p vs AFO/P; ESPp
and ESPP, without and with the screening, respectively). When
the screening is used for 6-31G*, AFO/ESPP gives comparable
but somewhat larger errors than AFO/ESP2, suggesting that the
exact potential outperforms point charges for this basis set
(provided AFO is used). HOP/ESPP results had large errors,
especially for FMO3 (on the relative scale).

Consequently, we examine the size dependence of the errors
by looking at the set of systems, (ALA)20 (212 atoms, 20 neutral
residues) and the Trp-cage miniprotein (304 atoms, 20 residues,
5 of them charged). The results are given in Table 4 and Figure
5, where all point charged potentials are screened. In the
6-311G* calculations, potential derived charges (ESPP) out-
perform the Mulliken charges (ESPM) and ESP2; whereas AFO/
ESPP results are apparently the best. For 6-31G* ESP2 is in
general the best, and AFO/ESP2 gives the best results overall.
Again, HOP/ESPP showed poor performance.

Finally, we test the accuracy of large basis sets. The results
are summarized in Table 5, where AFO/ESPP was used
throughout and we note that AFO/ESPM failed to converge in
a number of cases, which is probably related to the worse

performance of the Mulliken charges for basis sets with diffuse
functions. The FMO2 errors are quite large. Here, screening
can also be seen to have a positive influence, although typically
not very considerable.

One should note that the errors in the energy are affected by
various factors, and in some cases these factors cancel out
fortuitously, as the very small error for cc-pVTZ in Table 5,
1.0 kcal/mol for FMO2/1 of R-(ALA)10. It is, however, in most
cases easy to check if the good agreement is fortuitous or not,
by looking at the errors in the dipole moment, which in our
experience proved to be a reliable indication. We monitored
the errors in the dipole moments and used them as an additional
guide in forming conclusions, although we did not include the
numeric data in this work. For the above quoted error of 1.0
kcal/mol, the error in the FMO2 dipole moment without and
with the screening is nearly the same, and the corresponding
errors in the energy are 1.0 and -15.7 and kcal/mol, respec-
tively, which indicates that the small error for the former is
fortuitous.

Overall, we conclude that for the whole range of basis sets
the best set of results is delivered by the FMO/AFO method
with the screened ESPP. This is shown in Table 6, which
summarizes data from other tables and some additional results
(for cc-pVDZ). It is clear that basis sets with diffuse functions
need FMO3 for reasonable accuracy, and, except 6-31++G**,
two residues are to be assigned per fragment. Also, the optimum
scheme of constructing the frozen orbitals in FMO/AFO was
determined for smaller basis sets and may need to be revised
for larger ones.

Consistent with the earlier results,76 we observe that AFO
typically has a positive error (the AFO absolute energy is above
the ab initio value). The observed trends in the errors can be
summarized as follows. FMO/HOP is fully variational (i.e., no
restriction to the fragment electronic states), and with ESP2 it
exactly reproduces ab initio electrostatics (including the polar-
ization; up to the full order N, where N is the number of
fragments), which is attractive (lowers the total energy).52 On
the other hand, FMOn limits the charge transfer and exchange
to the order n (i.e., n ) 2 or 3). The exchange-repulsion has
the repulsive effect of raising the total energy.

This balances out reasonably well for basis sets up to about
double-� with polarization, and for larger basis sets the
polarization (as defined in EDA32) outweighs the other terms,
resulting in the negative errors of HOP/ESP2 for FMO2 (when
no constraint like that of AFO is imposed, see also data for
water clusters above). The distinction between the polarization
and charge transfer in EDA (and hence in FMO) becomes fuzzy
as the basis set size increases. This can be understood by
considering the polarization as the intramolecular charge
transfer, which for extended basis sets becomes indistinguishable
from the intermolecular charge transfer (which is the charge
transfer in EDA).

Now, AFO introduces a restriction reducing the polarization,
which appears to work well for polyalanines, but shows a positive
error of several kcal/mol or even more in some cases for proteins
(see also ref 76). This is because the polarization restriction does
not correspond to a particular order in the many-body effects.

On the other hand, the PIEDA total energy introduced earlier
(eq 34 in ref 52) has a systematic means of limiting the many-
body electrostatic effects (by virtue of using the PL0 state),
resulting in quite accurate total energies. However, the singly
polarized PL0 state can only be unambiguously defined for
molecular clusters, whereas for systems such as peptides it relies
on a definition of the free state of fragments. In addition, the

TABLE 3: FMOn Error (kcal/mol) in the Total RHF
Energy for the Shown Systems, Divided into m Residues Per
Fragment, vs ab Initio, for Mulliken (M) and Potential
Derived Charges (P) Representing the External Electrostatic
Potential (ESP), As Well As for the Two Ways to Detach
Bonds (AFO and HOP)a

6-31G* 6-311G*

system m bond ESP FMO2 FMO3 FMO2 FMO3

R-(ALA)10 1 AFO M -1.5 0.5 -1.3 0.7
1 AFO P -0.1 0.3 -0.3 0.4
1 AFO 2 0.3 0.2 -3.3 0.3
1 HOP M 43.1 5.1 43.4 4.1
1 HOP P 6.6 2.3 2.2 1.9
1 HOP 2 -4.7 0.2 -14.7 -1.9
2 AFO M 0.5 0.2 -1.0 0.2
2 AFO P 0.8 0.0 0.1 0.0
2 AFO 2 -0.8 0.0 -1.8 0.1
2 HOP M 2.2 1.0 0.3 0.9
2 HOP P 0.6 0.4 -0.4 0.4
2 HOP 2 -1.1 0.0 -5.5 0.0

�-(ALA)10 1 AFO M 4.5 0.4 11.0 0.9
1 AFO P 1.7 0.4 1.2 0.3
1 AFO 2 -0.1 -0.2 -5.3 -0.6
1 HOP M 55.9 16.1 75.6 21.6
1 HOP P 5.7 4.5 3.2 3.8
1 HOP 2 -6.6 -0.1 -11.2 0.1
2 AFO M -0.4 0.0 -0.1 0.0
2 AFO P 0.1 0.0 0.1 0.0
2 AFO 2 0.1 0.0 0.2 0.0
2 HOP M 6.3 0.8 7.7 1.1
2 HOP P 1.5 0.2 1.2 0.2
2 HOP 2 0.0 0.0 0.1 0.0

1UAO 1 AFO M 0.2 0.2 1.1 0.9
1 AFO P 4.2 0.2 0.8 0.6
1 AFO 2 2.3 0.1 -11.1 -2.0
1 HOP M 53.0 8.1 59.3 10.2
1 HOP P 8.0 2.8 0.7 3.0
1 HOP 2 -4.8 0.3 -15.6 2.2
2 AFO M 0.6 0.0 -0.2 -0.1
2 AFO P 1.8 0.0 0.2 -0.1
2 AFO 2 0.3 0.0 0.0 -0.1
2 HOP M 8.1 0.9 8.3 0.9
2 HOP P 2.4 0.3 0.0 0.2
2 HOP 2 0.1 0.0 -2.5 0.1

a All ESPM and ESPP potentials are screened.
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PIEDA energy was shown to be accurate for 6-31G*, and for
larger basis sets the many-body charge transfer and exchange-

repulsion can be expected to become unbalanced, possibly
improvable with ESPP, but the extent of the error is unclear at
this point. Another promising means to balance the many-body
treatment of the electrostatics, exchange-repulsion, and charge
transfer is given by the diagrammatic treatment of the FMO
energy expansion with the aid of the Green’s functions.96

When point charges are used (ESPP), apparently the problem
of the nonorthogonality of the fragment wave functions is
alleviated to some extent, which is on the contrary aggravated
by using the exact ESP (ESP2). On the other hand, point charges
at short distances cause a very strong polarization of the
electronic state, effectively reduced by the screening.The
screened HOP/ESPP, which is variational, does not give good
results, as seen in various Tables, for example, in Table 4 (while
HOP/ESPM is a clear failure). Alarmingly, FMO3 results for
HOP/ESPP are sometimes worse than those of FMO2. ESPM
in general gave less reliable results than ESPP in the polypeptide
systems, as well as for water clusters.

Thus, we conclude that the point charges have to be (a)
potential-derived and (b) constrained with AFO, in addition to
(c) being screened (in AFO, the molecular orbitals describing
the bond spanning several atoms around it are frozen, which
largely but not completely determines the atomic charges for
BDA and other neighboring atoms). The third mentioned factor
(screening) gives a substantial improvement in the accuracy as
well. It should be noted that in a number of cases (Table 5) the
errors with screening were larger than without, which we
attribute mainly to error cancellation, although more tests may
be needed for a more definite evaluation.

There is yet another important consideration. As discussed
in the previous work (see especially Figure 2 in ref 70), the
FMOn energy expansion strongly relies on the exact cancellation
of the terms in the many-body expression (n > 1). In particular,
the electrostatic field is added to both monomers and dimers,
and the marvel of the FMO energy expression is that each pair
electrostatic interaction is counted only once. In case of ESP2
without approximations this is exactly satisfied, because the
electrostatic interaction in dimers is computed in a consistent

Figure 4. Errors in the total RHF energy vs ab initio for FMOn/m, where n is the many-body expansion level for m residues per fragment. (a)
FMO2/1, (b) FMO2/2, (c) FMO3/1, and (d) FMO3/2. The composite errors (averaged over R,�-(ALA)10, chignolin) and isomer errors (R vs �-(ALA)10)
are shown as solid and dashed lines, respectively. 6-311G* is used throughout. The treatment of the potential representations is shown as AFO/k
or HOP/k, where k is m (ESPm, no screening), M (ESPM, with screening), p (ESPp, no screening), P (ESPP, with screening) and 2 (ESP2).

TABLE 4: FMOn Error (kcal/mol) in the Total RHF Energy
for the Shown Systems, Divided into m Residues Per Fragment,
vs ab Initio, for Various Ways to Describe the External
Electrostatic Potential (ESP): Mulliken Charges (M), Potential
Derived Charges (P), and the Exact 2-Electron Potential (2); As
Well As for the Two Ways to Detach Bonds (AFO and HOP)a

6-31G* 6-311G*

system m bond ESP FMO2 FMO3 FMO2 FMO3

R-(ALA)20 1 AFO M -6.1 0.1 -6.5 0.7
1 AFO P -0.8 0.6 -1.6 1.1
1 AFO 2 -0.6 -0.2 -9.4 -0.6
1 HOP M 102.2 20.2 107.6 21.0
1 HOP P 14.6 7.3 4.6 6.6
1 HOP 2 -11.6 -0.1 -38.0 -5.4
2 AFO M 0.5 0.5 -3.3 0.4
2 AFO P 2.0 0.1 0.1 0.1
2 AFO 2 -2.6 0.1 -5.6 0.1
2 HOP M 7.0 4.9 2.8 4.6
2 HOP P 1.2 1.5 -1.6 1.6
2 HOP 2 -3.1 0.0 -16.0 -0.2

�-(ALA)20 1 AFO M 9.3 0.6 24.6 2.3
1 AFO P 4.0 1.1 2.9 0.9
1 AFO 2 -0.1 -0.3 -11.5 -1.4
1 HOP M 132.9 44.4 183.5 61.5
1 HOP P 14.5 11.9 8.6 10.0
1 HOP 2 -14.6 -0.2 -24.8 0.4
2 AFO M -1.1 -0.1 -0.2 0.1
2 AFO P 0.4 0.1 0.3 0.1
2 AFO 2 0.2 0.0 0.5 0.1
2 HOP M 18.3 3.8 22.8 5.0
2 HOP P 4.2 0.9 3.6 0.7
2 HOP 2 0.0 0.0 0.2 0.1

1L2Y 1 AFO M -4.8 0.1 -5.3 1.1
1 AFO P 5.3 0.8 0.4 1.3
1 AFO 2 3.0 0.1 -13.5 -5.5
1 HOP M 111.8 23.0 124.7 27.6
1 HOP P 16.6 7.1 4.8 7.2
1 HOP 2 -12.0 -0.2 -37.7 0.0
2 AFO M -0.6 0.0 -5.5 -0.1
2 AFO P 1.3 0.1 -1.7 0.0
2 AFO 2 -1.2 0.0 -4.9 0.0
2 HOP M 7.1 1.7 3.3 2.1
2 HOP P 0.9 0.4 -2.3 0.5
2 HOP 2 -1.8 0.1 -9.9 -0.2

a All ESPM and ESPP potentials are screened.
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fashion: the Coulomb terms in the dimer Fock matrices
corresponding to the monomer-monomer electrostatics cor-
respond exactly to the equivalent terms in the ESP added in
the monomer Fock matrices (ESP2 with approximations suffers
some unbalance problems which were solved to some extent97).

However, this cancellation of terms is only approximate in
the point charge treatment. To make it easier to understand,
consider fragments 1 and 2. The electrostatic interaction between
them when individual fragments 1 or 2 are computed, is obtained

with the point charge model; however, within dimer 12 this
electrostatic interaction is computed with the exact potential as
a part of the ab initio internal Fock matrix. This is the origin of
some unbalance in the point charge model. However, point
charges, especially those based upon the potential, give a close
approximation to the exact potential, thus the discrepancy is
apparently small.

An important test of the balance of the above effects is to
see how the error behaves when the system size increases, as

Figure 5. Errors in the total RHF energy vs ab initio for FMOn/m, where n is the many-body expansion level for m residues per fragment. (a)
FMO2/1, (b) FMO2/2, (c) FMO3/1, and (d) FMO3/2. The composite errors (averaged over R,�-(ALA)20, Trp-cage) and isomer errors (R vs �-(ALA)20)
are shown as solid and dashed lines, respectively. 6-311G* is used throughout. The treatment of the potential representations is shown as AFO/k
or HOP/k, where k is M (ESPM, with screening), P (ESPP, with screening), and 2 (ESP2).

TABLE 5: FMOn Error (kcal/mol) in the Total RHF Energy for the Shown Systems, Divided into m Residues Per Fragment,
vs ab Initio, for the Potential Derived Charges Representing the External Electrostatic Potential (ESPP) and the AFO Bond
Detachmenta

6-31++G** 6-311++G** aug-cc-pVDZ cc-pVTZ

system m screen FMO2 FMO3 FMO2 FMO3 FMO2 FMO3 FMO2 FMO3

R-(ALA)10 1 no 35.5 -0.7 315.9 14.7 147.5 -12.0 1.0 2.3
1 yes 27.3 -1.0 319.8 13.0 132.4 -21.8 -15.7 4.4
2 no 5.5 0.0 74.0 0.2 48.1 0.3 1.4 0.0
2 yes 3.6 -0.2 75.1 0.2 44.3 0.5 0.2 0.0

�-(ALA)10 1 no 40.0 0.3 98.6 0.6 11.4 2.0 4.9 0.5
1 yes 38.3 0.2 98.7 0.5 -11.2 3.3 -4.1 0.2
2 no 0.0 0.0 -0.2 0.0 -0.5 0.0 0.2 0.0
2 yes -0.2 0.0 -0.5 0.0 -1.7 0.0 0.0 0.0

1UAO 1 no 61.3 -0.1 188.9 4.8 79.3 -0.8 6.9 0.8
1 yes 54.7 -0.8 183.8 3.7 43.0 -5.8 -5.1 0.4
2 no 8.7 0.0 36.9 -0.4 12.0 0.3 1.8 -0.1
2 yes 6.0 -0.1 35.7 -0.8 1.2 1.3 -0.4 -0.2

a The usage of the screening of the potentials is shown as yes or no.

TABLE 6: FMOn Error (kcal/mol) in the Total RHF Energy for the Shown Systems, Divided into m Residues Per Fragment,
vs ab initio, for the Potential Derived Charges Representing the External Electrostatic Potential (ESPP) and the AFO Bond
Detachmenta

6-31G* 6-311G* cc-pVDZ 6-31++G** 6-311++G** aug-cc-pVDZ cc-pVTZ

system m FMO2 FMO3 FMO2 FMO3 FMO2 FMO3 FMO2 FMO3 FMO2 FMO3 FMO2 FMO3 FMO2 FMO3

R-(ALA)10 1 -0.1 0.3 -0.3 0.4 -2.7 0.6 27.3 -1.0 319.8 13.0 132.4 -21.8 -15.7 4.4
2 0.8 0.0 0.1 0.0 0.3 0.1 3.6 -0.2 75.1 0.2 44.3 0.5 0.2 0.0

�-(ALA)10 1 1.7 0.4 1.2 0.3 0.3 0.6 38.3 0.2 98.7 0.5 -11.2 3.3 -4.1 0.2
2 0.1 0.0 0.1 0.0 0.2 0.0 -0.2 0.0 -0.5 0.0 -1.7 0.0 0.0 0.0

1UAO 1 4.2 0.2 0.8 0.6 2.8 0.2 54.7 -0.8 183.8 3.7 43.0 -5.8 -5.1 0.4
2 1.8 0.0 0.2 -0.1 1.9 0.0 6.0 -0.1 35.7 -0.8 1.2 1.3 -0.4 -0.2

a All potentials are screened.
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we conducted in Table 4. The AFO/ESPP appear to be the best,
typically having positive errors (its energy being above the ab
initio energy). To achieve the chemical accuracy of 1 kcal/mol,
the use of FMO3/1 is recommended, unless diffuse functions
are present, in which case FMO3/2 is usually required.

As a final remark, we note that a very rough structure can
increase the errors manifold, if interfragment distances are very
short enlarging the exchange-repulsion and promoting charge
transfer. Therefore, care should be exerted in applying FMO
(and, most likely, other fragment-based methods) to unrefined
structures (or those coming from MD).48 If such structures have
to be used for physical reasons, FMO3 is to be preferred for
better energetics.50 The charge transfer criteria (eqs 20 and 21)
or the magnitude of the three-body effects (FMO2 vs FMO3),
as well as even the list of interfragment distances can serve as
a good test of possible problems.

4. Conclusions

We have performed a systematic study of the embedding
electrostatic potential in FMO, using various ways to represent
it including the effect of the charge screening, and determined
that the exact representation based on the density distribution
introduces large errors for large basis sets (triple-� with
polarization and larger), or/and causes divergence of SCC (basis
sets with diffuse functions), attributed to the nonorthogonality
of fragment wave functions. We have shown that the two-body
FMO has rather large errors when diffuse functions are present
and 1 or 2 residues are assigned to one fragment; FMO3 with
two residues per fragment is needed for good accuracy.

As a new alternative to the exact potential, we suggest the
use of the adaptive frozen orbitals with the screened potential-
derived charges, which have been shown to give accurate results
for a wide variety of test systems and basis sets. Many properties
require diffuse functions in the basis set to get good accuracy,
for example, the correlation energy or the dynamic polarizabili-
ties.98

In addition to the total energies, the interfragment charge
transfer amounts used in the pair interaction energy decomposi-
tion analysis (PIEDA)52 can now be computed using more
realistic potential-derived charges rather than the originally
proposed Mulliken charges. These atomic charges from FMO
calculations have been used in drug designsin scoring func-
tions99 and in the quantitative structure-activity relationship
studies69sand the potential-derived charges can be expected to
serve as better descriptors. In addition, point charges (ESPM)
were used in FMO-NMR80 to avoid the complication of
computing two-electron integrals in ESP over gauge-invariant
atomic orbitals, and potential-derived charges can be expected
to improve the accuracy of chemical shifts.
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(17) Söderhjelm, P.; Ryde, U. J. Phys. Chem. A 2009, 113, 617.
(18) Leverentz, H. R.; Truhlar, D. G. J. Chem. Theory Comput. 2009,

5, 1573.
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