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Abstract

The general effective fragment potential (EFP) method provides model po-
tentials for any molecule that is derived from first principles, with no em-
pirically fitted parameters. The EFP method has been interfaced with most
currently used ab initio single-reference and multireference quantum me-
chanics (QM) methods, ranging from Hartree-Fock and coupled cluster
theory to multireference perturbation theory. The most recent innovations
in the EFP model have been to make the computationally expensive charge
transfer term much more efficient and to interface the general EFP disper-
sion and exchange repulsion interactions with QM methods. Following a
summary of the method and its implementation in generally available com-
puter programs, these most recent new developments are discussed.

553

A
nn

u.
 R

ev
. P

hy
s.

 C
he

m
. 2

01
3.

64
:5

53
-5

78
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lr

ev
ie

w
s.

or
g

by
 A

L
I:

 A
ca

de
m

ic
 L

ib
ra

ri
es

 o
f 

In
di

an
a 

on
 0

4/
08

/1
3.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



PC64CH25-Gordon ARI 28 February 2013 18:46

CT: charge transfer

QM: quantum
mechanics

MP2: second-order
perturbation theory

CC: coupled cluster

MM: molecular
mechanics

EFP: effective
fragment potential

LMO: localized
molecular orbital

1. INTRODUCTION

Intermolecular interactions play a central role in many areas of chemical, biological, and materials
sciences. Perhaps the most obvious example is the impact of solvents on the properties, reactivity,
spectroscopy, and dynamics of a solute. Other examples include the following: the theory of
liquids and liquid properties, including the mixing (or nonmixing) of different liquids; interfacial
phenomena that occur between different phases, such as in membrane processes, electrochemistry,
and the lipid bilayer; agostic interactions in organometallic chemistry; π-stacking interactions in
the DNA double helix; and polymer aggregation to form clusters.

Depending on the nature of the species involved, there can be several different fundamental
origins of intermolecular interactions. These can include Coulombic effects (sometimes called
electrostatics), polarization (induction), dispersion (sometimes referred to as van der Waals inter-
actions), exchange repulsion that arises due to the Pauli principle, charge transfer (CT) interac-
tions, and cross terms among these types of phenomena. Commonly, several of these interaction
energy components make significant contributions to the net intermolecular interaction energy.
Therefore, it is important to have a theoretical method that can capture all of the interaction
energy components with an acceptable accuracy. Otherwise, it is difficult to compare the effects
of different types of species, for example, polar versus nonpolar solvents.

Of course, quantum mechanics (QM) methods that include electron correlation, such as second-
order perturbation theory (MP2) (1) and coupled cluster (CC) theory (2, 3), naturally include
all of the aforementioned interaction energy components, and methods like symmetry adapted
perturbation theory (4, 5) facilitate the interpretation of fully QM interaction energies in terms of
physically meaningful components. However, correlated QM methods are very computationally
demanding. Even the most efficient method, MP2, scales ∼N5, where N measures the size of the
system (e.g., number of basis functions). So such methods rapidly become intractable for large
clusters and especially if one wishes to perform molecular dynamics simulations.

Molecular mechanics (MM) force fields are of course orders of magnitude less computationally
demanding than QM methods. However, most MM force fields rely on many empirically fitted
parameters that must be obtained for each different type of system. The parameter sets are often
not transferable from system type to system type, thereby making it difficult to draw comparative
conclusions. In addition, the most commonly used MM force fields do not contain all of the key
components discussed above.

There are a small number of model potentials that are largely classical in nature but are derived
from rigorous QM. Two notable examples are the SIBFA (sum of interactions among fragments
ab initio computed) (6) force field and the effective fragment potential (EFP) (7–10) method. The
present work focuses on the EFP method.

There are currently two versions of the EFP method, called EFP1 and EFP2. The original
EFP1 interaction energy (7, 8) may be written as

E(EFP1) = ECoul + Epol + Erem. (1)

In Equation 1 ECoul represents the Coulomb interaction, computed according to the distributed
multipole analysis suggested by Stone (11, 12), with the expansion points located at the atom
centers and the bond midpoints. The polarization term Epol is determined using a tensor sum of
localized molecular orbital (LMO) polarizability tensors that are centered at the LMO centroids.
The third term in Equation 1, Erem, is a remainder term that is obtained by subtracting the first
two terms from the total QM interaction energy of the water dimer and fitting the remainder to
a functional form that depends on whether one is considering a QM-EFP interaction or an EFP-
EFP interaction. The QM interaction energy has been obtained using Hartree-Fock (EFP1/HF)

554 Gordon et al.

A
nn

u.
 R

ev
. P

hy
s.

 C
he

m
. 2

01
3.

64
:5

53
-5

78
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lr

ev
ie

w
s.

or
g

by
 A

L
I:

 A
ca

de
m

ic
 L

ib
ra

ri
es

 o
f 

In
di

an
a 

on
 0

4/
08

/1
3.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



PC64CH25-Gordon ARI 28 February 2013 18:46

MCSCF:
multiconfiguration
self-consistent field

2EI: two-electron
integral

and density functional theory (DFT) with the B3LYP functional (13, 14) [EFP1/DFT (15)]. In the
EFP1/HF method, Erem contains the exchange repulsion and CT terms. In the EFP1/DFT version,
Erem also includes short-range correlation via the correlation functional. The EFP1 method has
been interfaced with most QM methods. In addition to HF and DFT, these methods include
time-dependent DFT (16), singly excited configuration interaction (CIS) (17), multiconfiguration
self-consistent field (MCSCF), MP2 and multireference MP2 (MRPT2) (18), and CC theory (19).
Most applications of the EFP1 method have focused on aqueous solvent effects on ground and
electronically excited state properties and processes (16–18, 20–49).

The EFP2 interaction energy may be written as

E(EFP2) = ECoul + Epol + Eexrep + Edisp + Ect. (2)

The first two terms in Equation 2 are the same as those in Equation 1. The remaining terms
in Equation 2 (the exchange repulsion, dispersion, and CT, respectively) are derived from first
principles, so there are no empirically fitted parameters in EFP2, and the EFP2 method is not
limited to water. Three of the terms in Equation 2 (ECoul , Epol , and Edisp) must be damped at
either short or long intermolecular distances. Both Tang-Toennies (50) and overlap damping
(51) schemes have been implemented. Generally, the overlap damping approach is recommended.
Analytic energy gradients have been derived and implemented for all of the EFP2 terms.

In several applications (10, 52–60), it has been demonstrated that the EFP2 method can accu-
rately predict the broad range of intermolecular interactions, ranging from those dominated by
Coulomb interactions (e.g., water-water hydrogen bonds) to those dominated by dispersion (e.g.,
π-stacking interactions in DNA base pairs). The level of accuracy is generally equivalent to that of
MP2, at orders of magnitude lower computational cost (61). EFP2 interaction energies are often
closer to those obtained with CC methods than are the corresponding MP2 values (54, 57) and
are considerably better than most functionals, including many that rely on the somewhat ad hoc
addition of empirical dispersion terms (62). However, note that recently Szalewicz and coworkers
(63) have developed a more systematic and rigorous dispersion method for DFT that appears to
be promising.

While the EFP2 method is orders of magnitude faster than correlated QM methods, it is still
slower than most simple MM methods. The main reason for this is that the CT term (64), evaluated
as the interaction between occupied orbitals in one fragment with unoccupied orbitals in another
fragment, requires the calculation of many approximate two-electron integrals (2EIs) over the
entire (occupied plus virtual) orbital space. Very recently, a modified approach to the CT term
has been developed (65) that significantly reduces the computer time requirements. Until recently,
only the first two components in Equation 2 had been implemented for QM-EFP interactions,
consequently limiting the study of multiple solvents. The QM-EFP terms for exchange repulsion
(66) and dispersion (67) have now been derived and implemented, and the corresponding analytic
gradients are in progress. These new developments, which are the primary focus of the present
work, greatly expand the applicability of the EFP2 method. The EFP2 method is fully implemented
in the GAMESS (General Atomic and Molecular Electronic Structure System) (68, 69) program
and partially implemented in Q-Chem (70, 71).

2. SUMMARY OF THE EFP METHOD

2.1. EFP as a Force Field

The EFP method originated as a water potential to describe hydration effects on molecules of
biological relevance (72). This first water potential (later referred to as EFP1), as illustrated in
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EOM-CCSD:
equation-of-motion
coupled cluster with
single and double
excitations

Equation 1, contains the most important intermolecular interaction terms (Coulomb, polariza-
tion, and exchange repulsion) for the study of water structure and water behavior (7, 8, 15). The
Coulomb and polarization terms are represented by distributed multipoles expanded through
octopoles and by distributed LMO polarizabilities, respectively. The repulsion term of the expo-
nential form is fitted to an exponential function, to reproduce either HF (EFP1/HF) or B3LYP
DFT (EFP1/DFT) (15) energies of a set of ∼200 water dimer geometries. The dispersion term
(which is relatively small but generally not negligible for water) was subsequently introduced by
fitting EFP1 to MP2 to produce an EFP1/MP2 method. The explicitly fitted dispersion term in
EFP1/MP2 has the form C6/R6 + C8/R8. Starting in 1994, the EFP1 method has been interfaced
with a variety of QM methods, including HF, DFT, MP2, CIS (17), MCSCF, MRPT2 (18),
time-dependent DFT (16), and EOM-CCSD (equation-of-motion coupled cluster with single
and double excitations) (19), in a QM/MM fashion in which all EFP1 terms are embedded as
one-electron integrals in the QM Hamiltonian. The QM/EFP1 approach has been used in multi-
ple studies of structures, chemical equilibria, reaction mechanisms, and electronic excitations and
dynamics in aqueous systems (16–18, 29, 31, 32, 49, 73).

The popularity of EFP1 (mainly EFP1/HF and EFP1/DFT) is due to (a) the robustness of the
water potential; (b) the simplicity of the functional form, which is important for interfacing it with
QM methods; and (c) the simplicity of the EFP1 user interface in GAMESS. The successful imple-
mentation and applications of the EFP1 method prompted the effort to generalize this polarizable
water potential to any solvent without the use of empirical parameterization. This generalization
of the EFP approach requires a physically meaningful but computationally affordable formulation
of all interaction energy components, including the repulsion and dispersion terms. Therefore, the
recent development efforts of the general EFP method (also referred to as EFP2) have focused on
the exchange repulsion, charge transfer (CT) (which was implicitly included in the EFP1 repulsive
term), and dispersion terms and interfacing these components of the interaction energy with a
QM region for QM/EFP schemes.

The five EFP2 interaction terms are summarized in Equation 2 (9, 10, 74, 75). These five
terms may be grouped into long-range interactions that are (1/R)n distance dependent and
short-range interactions that decay exponentially. The Coulomb, polarization, and dispersion
interactions are long-range interactions that can be derived using the first (Coulomb) and second
(polarization and dispersion) orders of Rayleigh-Schrödinger perturbation theory. The exchange
repulsion, CT, and damping terms are short-range terms that can be represented as functions of
the intermolecular overlap.

The Coulomb portion of the electrostatic interaction, ECoul , is obtained using the Stone dis-
tributed multipolar analysis (11, 12). Epol arises from the interaction of distributed induced dipoles
on one fragment with a field due to multipoles and induced dipoles on the other fragments. The in-
duced dipoles are created by anisotropic LMO polarizabilities. The number of polarizability points
is equal to the number of bonds and lone pairs in the system; the core orbitals are typically excluded.
The induced dipoles are iterated to self-consistency, so some many-body effects are captured (76).

The dispersion interaction energy can be expressed as the London expansion in inverse R,
E = ∑

n Cn/Rn, with n ≥ 6. The leading term, with n = 6, corresponds to the instantaneous
dipole-induced dipole interactions. Distributed C6 coefficients are derived from the (imaginary)
frequency dependent polarizabilities integrated over the entire frequency range (77, 78). Centered
at LMOs, dynamic polarizability tensors are obtained using the time-dependent HF method. In
addition, the contribution of the n = 8 term is estimated as one-third of the n = 6 term. In the
remainder of this work, the term EFP is used, rather than EFP2.

At short interfragment separations, the classical multipolar expansion diverges, leading to an
incorrect asymptotic (R → 0) behavior of the Coulomb, polarization, and dispersion terms. For
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CHARGE TRANSFER

Although Mulliken (83) long ago used theory to anticipate the importance of ground state CT in intermolecular
interactions, it now appears that electron delocalization may play an even more widespread role in aqueous chemistry
than previously suspected (84). Ion-water CT (85–92) and the affinity of ions for aqueous interfaces (130–133), as
well as the influence of ion-water and electron-water interactions on spectroscopy, biocatalysis, and nanoengineering
(134–138), are subjects of intense current interest. However, despite multiple studies, the magnitude and importance
of ion-water CT remain subjects of significant controversy. The intrinsic connection between CT and polarization
makes the analysis of the CT interactions ambiguous. Consequently, formulations of CT range from those in which
CT is considered to be an artificial term arising from incompleteness of the basis set to those, like natural bond
analysis (139, 140), in which CT plays a predominant role in intermolecular binding. It is also unclear at present
whether CT may be included as a stabilizing energy term or whether the actual transfer of charge is required for
quantitative prediction of structure and dynamics at interfaces (86, 88, 92, 141). New fundamental studies of the
origins of bonding in terms of the components discussed here will hopefully shed some light on this important
problem (142).

the polarization interaction, the divergence of the multipolar expansion may result in so-called
polarization collapse: It becomes impossible mathematically to obtain finite values of the self-
consistent induced dipoles. To avoid the artifacts of the short-range behavior, one can modify the
EFP Coulomb, polarization, and dispersion terms by damping functions (51, 54, 79). Different
forms of the damping functions have been developed over time; the current recommendations are
to use parameter-free overlap-based damping functions for Coulomb and dispersion terms and
Gaussian-like damping for polarization (51).

The exchange repulsion term Eexrep is unique to the EFP method. The interaction between
fragments is derived as an expansion in the intermolecular overlap, truncated at the quadratic
term (80–82). The necessary overlap and kinetic energy integrals for each pair of fragments that
carry a basis set and localized wave function are calculated on the fly.

From a quantum mechanical point of view, the CT energy lowering occurs due to interactions of
the occupied orbitals on one fragment with the virtual orbitals on another fragment. The CT term
is especially significant in polar or ionic species. The EFP CT term is derived based on a second-
order perturbative treatment of the intermolecular interactions. The original implementation of
the CT term (64) uses canonical HF orbitals of individual fragments and a multipolar expansion
of the electrostatic potential of the fragment. A new implementation that incorporates localized
rather than canonical virtual orbitals is discussed in Section 3.1. While the CT term is the most
computationally expensive EFP component and is often omitted, its importance for predicting
structures, dynamics, and spectroscopic signatures remains to be fully determined (6, 83–92).

The availability of analytic gradients for all of the EFP terms facilitates straightforward geom-
etry optimizations of small clusters, as well as Monte Carlo or molecular dynamics simulations of
larger clusters or bulk systems. Thus, the EFP method can be viewed as a first principles–based
alternative to classical force fields for modeling properties of molecular clusters and bulk systems
(see the sidebar, Charge Transfer).

2.2. QM/EFP Interface

Combined QM/MM methods, in which a QM approach is used for the region in which chemistry
(e.g., bond making/bond breaking) occurs and a model potential is used for the observer region,
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were introduced by Warshel (93–95) and others (96–105). QM/MM methods are widely used for
large systems (e.g., a solute in a solvent, a reacting system on a surface, organometallic complexes
with large, bulky ligands) that are difficult to treat by QM methods alone. The EFP provides a
sophisticated QM/EFP interface in the spirit of the QM/MM paradigm.

The Coulomb and polarization terms in the QM/EFP interface are treated as one-electron
contributions, VCoul and Vpol , to the quantum mechanical Hamiltonian HQM :

E QM −E F P = 〈�|H QM + V Coul + V pol |�〉. (3)

Polarization in a QM/EFP system is treated self-consistently via a two-level iterative procedure.
The lower level treats the convergence of the induced dipoles in the presence of the frozen ab
initio wave function. The higher level is a standard HF iterative cycle in which the wave function
is updated based on the converged values of the induced dipoles from the lower level. Conver-
gence of the two-level procedure yields self-consistent induced dipoles and the ab initio wave
function.

For the EFP1 water potential, the only remaining term is the exchange repulsion interaction
that is obtained using fitted parameters as described above. Consequently, the QM/EFP1 interface
for the energy and analytic gradient is completely developed and available in GAMESS. The
development and implementation of the QM/EFP2 method have been more challenging due
to the presence of the complex exchange repulsion, dispersion, and CT terms, each of which is
derived from first principles. Recent progress in this direction is described in Section 3. This more
general QM/EFP2 method is important, since it extends the study of solvent effects on the broad
range of chemical and biological problems to all solvents, from polar protic solvents to nonpolar
aprotic ones.

The implementation of the QM/EFP2 interface has been partially implemented in both
GAMESS and Q-Chem (10, 66, 67, 106, 107). These implementations allow one to use the
QM methods CCSD(T), EOM-CCSD, time-dependent DFT, CIS, CIS(D), MCSCF, and mul-
tireference perturbation theory for ground and excited electronic states with EFP (106–108). It
has been shown, for example, for excited states that inclusion of the Coulomb and polarization
terms into the QM Hamiltonian provides the majority of solvation effects such as solvatochromic
shifts in polar or polarizable solvents (106, 107). The polarizable environment interacts differ-
ently with each electronic state of a solute so that the effective Hamiltonians of the different states
differ by state-specific Vpol terms. Currently, one can either treat the polarizable environment
fully self-consistently for each electronic state of interest or decouple the solute and solvent and
solve the eigenvalue problem for the electronic excited states with a constant (frozen) response
of the EFP environment corresponding to its electronic ground state value (17, 29). The latter
approach, which preserves the orthogonality of the electronic states, has been shown to account
for the overwhelming majority of the impact of the solvent on excited states. If necessary, the
interaction of the excited state wave function with the polarizable environment can be included
perturbatively (17, 29, 106, 107).

2.3. Using the EFP Method

The original implementation of the EFP method is in GAMESS. It contains complete energy
and gradient codes for the EFP1 water potential both for fragment-only and QM/EFP1 jobs,
as well as the energy and gradient for the EFP2 potential in fragment-only calculations. EFP1 is
interfaced with most QM methods available in GAMESS, as well as the fragment molecular orbital
method (109, 110). The polarizable continuum model can be used for representing solvation at
the boundaries of EFP1 or QM/EFP1 systems (111).
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QM-EFP exchange repulsion energy
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Total QM/EFP energy

Gradient @ QM atoms

Geometry optimization/MD module

Orbital energies, dipole moment integrals

Electric field @ LMO centroids

One- and two-electron integrals

 

 

 

  

 
 

 

Coordinates of LMO centroids

Induced dipoles

EFP-EFP energy; Coulomb, dispersion,
exchange repulsion, charge transfer

Forces and torques @ EFP fragments

Coordinates of atoms and LMO centroids,
basis set, wave function, Fock matrix

Coordinates of LMO centroids,
traces of dynamic polarizabilities

EFP-EFP and QM-EFP polarization energy

Figure 1
Interface between an electronic structure package and an effective fragment potential (EFP) module.
Abbreviations: LMO, localized molecular orbital; MD, molecular dynamics; QM, quantum mechanics.

Recently, the EFP method was also implemented in Q-Chem (10). The Q-Chem implemen-
tation contains energy and gradient terms of the general EFP potential for fragment-fragment
computations. QM/EFP electrostatic, polarization, and dispersion energy terms have been also
implemented, allowing EFP to interface with many excited state methods available in Q-Chem
(106–108).

Since the EFP method may be viewed as an accurate substitute for a classical force field in
QM/MM simulations, it can be implemented as a module with a straightforward interface to
various computational packages (see Figure 1). Interfacing EFP to different packages (and elec-
tronic structure methods and algorithms uniquely available in these packages) provides multiple
opportunities to extend methodologies originally designed for gas phase chemistry to condensed
phase and extended systems, without a significant increase in the computational cost. Such an EFP
module has been developed using components (112, 113).

An effective potential for a fragment contains the following information. First, an electrostatic
term includes coordinates of atoms and bond midpoints, and distributed multipoles (charges,
dipoles, quadrupoles, octopoles) at these points; in the case of a short-range exponential screening,
each point should contain one screening parameter as well. Second, a polarization term comprises
coordinates of LMO centroids and distributed polarizability tensors (with nine components each)
at these points; in the case of a short-range Gaussian screening, one generic screening parameter
is added. Third, the dispersion term consists of the coordinates of the LMO centroids and the
traces of the distributed dynamic polarizability tensors calculated at 12 predetermined imaginary
frequencies at the LMO centroids. Fourth, an exchange repulsion term includes the coordinates
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Figure 2
Total interaction energies for S22 data-set dimers calculated with the effective fragment potential (EFP) and
molecular mechanics force fields (126) (AMBER, OPLSAA, MMFF94) compared with CCSD(T)/CBS
(equation-of-motion coupled cluster with single, double, and triple excitations/complete basis set) (127).

of the atoms and the LMO centroids, a basis set, a localized wave function (occupied orbitals only),
and a Fock matrix in a localized basis. Finally, a CT term consists of the coordinates of the atoms,
a basis set, a canonical or localized wave function (all active orbitals), and orbital energies.

In order to simplify usage of the EFP method by nonexperts, both GAMESS and Q-Chem
distributions provide a standardized set of effective potentials for common solvents, organic
molecules, and DNA bases (10, 61). These standardized effective potentials were used to eval-
uate the accuracy of the EFP method on the S22 (114) and S66 (115) data sets of intermolecular
noncovalent interactions (61). Mean absolute deviations (MADs) of EFP interaction energies with
respect to CCSD(T) in complete basis set data are 0.91 kcal mol−1 and 0.61 kcal mol−1 for the S22
and S66 sets, respectively. The relative errors of the EFP interaction energies are 11–12%. Thus
the accuracy of the EFP method for the description of intermolecular interactions is comparable
to that of MP2, while the computational cost of EFP is several orders of magnitude less. The EFP
method generally outperforms classical force fields (61) (see Figure 2).

The formal computational scaling of the EFP method for fragment-fragment interactions is
O(N2), where N is the number of fragments. If Coulomb and dispersion interactions cost one
unit, polarization would cost two units, and exchange repulsion would cost five units. CT in the
original implementation with canonical orbitals would cost 50 units, but this component becomes
more computationally affordable (20–30 units) in the new localized-orbital implementation. For
systems with large N, scaling of the short-range exchange repulsion and CT terms decreases to
O(N), employing distance-based screening of the overlap integrals. Then, the total effective cost
of the EFP calculations is determined by the long-range electrostatic and polarization terms.

The computational cost of QM/EFP calculations is typically determined by the cost of the
corresponding QM calculation in the gas phase. However, in systems with a very large number of
effective fragments, the cost of fragment-fragment calculations could become dominant.

3. NEW EFP DEVELOPMENTS

As noted above, the EFP-EFP and EFP-QM Coulomb and polarization interaction terms, and the
corresponding damping terms, are well established. This section focuses on recent developments
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CMO: canonical
molecular orbital

QUAMBO:
quasiatomic
minimal-basis-set
orbital

regarding the other terms in the interaction energy: the EFP-EFP charge transfer (CT) and the
EFP-QM exchange repulsion and dispersion interactions.

3.1. The EFP-EFP Charge Transfer Interaction

The energy lowering due to the interaction between the occupied orbitals on one EFP2 fragment
and the virtual orbitals of another is defined as the EFP-EFP CT energy. The approximate formula
for the EFP-EFP CT interaction is derived from a second-order perturbative approach in which
the SCF canonical molecular orbitals (CMOs) and orbital energies are generated in a preparative
SCF calculation (64).

As a pair-wise interaction, the EFP CT energy of A induced by B is approximated as

CT A(B) = 2
occA∑

i

virB∑
n

1

1 − ∑allA
m (Smn)2

V EFB
in − ∑allA

m SmnV EFB
im

(F A
ii − Tnn)

×
⎡
⎣V EFB

in −
allA∑
m

SnmV EFB
im +

occB∑
j

Sij

(
Tnj −

allA∑
m

SnmTmj

)⎤
⎦ , (4)

and the CT energy of B induced by A is

CT B(A) = 2
occB∑

j

vir A∑
m

1

1 − ∑allB
n (Smn)2

V EFA
jm − ∑allB

n SmnV EFA
jn

(F B
jj − Tmm)

×
[

V EFA
jm −

allB∑
n

SnmV EFA
jn +

occA∑
i

Sij

(
Tmi −

allB∑
n

SnmTni

)]
. (5)

In Equations 4 and 5, S and T are the intermolecular overlap and kinetic energy integrals; the
abbreviations occ, vir, and all refer to sums over occupied, virtual, and all orbitals; and

V nuc B
in +

occB∑
j

(2〈in | jj〉 − 〈i j | nj 〉) ≈ V nuc B
in +

occB∑
j

2〈in | jj〉 ≈ V EFB
in . (6)

In Equation 6, the electrostatic potential is represented with multipole expansion points. The one-
electron integrals VEFA/B, which account for the electrostatic potential of the other fragment, are
the most time-consuming terms in the CT equations. Furthermore, these one-electron terms in
Equations 4 and 5 loop over not only the occupied molecular orbitals, but also the virtual molecular
orbitals of each fragment. For example, for a typical EFP calculation, the recommended basis set
is 6-311++G(3df,2p) (54, 61, 64, 80, 81, 116–118). For a water molecule using this basis set,
there are 60 virtual CMOs and only five occupied MOs. In general, this large number of virtual
MOs is the bottleneck for calculating the EFP-EFP CT interaction. Other EFP-EFP interactions
(e.g., exchange repulsion) only require loops over occupied MOs on the fly. The time-consuming
steps (e.g., coupled-perturbed HF calculations for the polarization and dispersion) are completed
in preparatory calculations. Consequently, CT calculations are typically 20–30 times slower than
those for the other terms (64).

To reduce the computational cost of the CT calculations, quasiatomic minimal-basis-set or-
bitals (QUAMBOs) (119) are employed as an alternative to the CMOs. The number of QUAMBOs
is the number of minimal-basis-set orbitals of the molecule (119), so there are much fewer virtual
orbitals than in the previous CT implementation. More importantly, these QUAMBO virtual
orbitals serve as a basis to expand the valence virtual orbitals (VVOs), which comprise the most
important part of the virtual space. The deviation of the QUAMBOs (119) amounts to minimizing
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RVS: reduced
variational space

the mean square deviation

〈Aj − A∗
j |Aj − A∗

j 〉 = 2[1 − 〈Aj |A∗
j 〉] = 2[1 − (Dj )1/2], (7)

where Aj are the QUAMBOs, A∗
j are the free-atom minimal-basis valence orbitals, and

Dj =
∑

n

〈φn|A∗
j 〉2 +

∑
p

〈ψp |A∗
j 〉2

, (8)

where φn are the occupied SCF molecular orbitals, and ψp are selected orbitals from the space
spanned by the virtual SCF molecular orbitals. The subscript j runs over the number of minimal-
basis-set valence atomic orbitals for the particular atom in the molecule, and n and p go up to the
number of valence occupied orbitals and VVOs, respectively.

To simultaneously minimize Equation 7 for all QUAMBOs, it is algorithmically equivalent to
maximize the sum ∑

j

Dj =
∑

j

∑
n

〈φn|A∗
j 〉2 +

∑
j

∑
p

〈ψp |A∗
j 〉2

. (9)

This maximization is ultimately achieved by maximizing the sum over the virtual orbitals ψp , the
second term of Equation 8:

ψ − s um =
∑

j

∑
p

〈ψp |A∗
j 〉

2 =
∑

p

∑
v

∑
w

Tvp Twp Bvw, (10)

where ϕp = ∑
ν φνTνp , with T being the expansion matrix and Bvw = ∑

j 〈φv|A∗
j 〉〈φw|A∗

j 〉 =∑
j a∗

v j a
∗
w j .

Note that v and w run over all the SCF virtual orbitals. By choosing the columns of the matrix
T as the eigenvectors of the matrix B with the largest p eigenvalues βp (i.e.,

∑
w BvwTwp = βp Tvp ),

one finds that ψ − sum = ∑
p
∑

v βp Tvp Tvp = ∑
p βp is then at its maximum. Once the matrix T

is determined, the set of P VVOs, ψp , and subsequently the expansion coefficients of QUAMBOs
in terms of SCF MOs, anj and av j , can be obtained. Since the determination of QUAMBOs is
basis set independent, the resulting resolution of MOs in terms of QUAMBOs is intrinsic to the
exact wave function (119). In fact, QUAMBOs can be viewed as slightly deformed atomic orbitals
in a molecular environment.

The use of QUAMBOs in the EFP-EFP CT energy and gradient calculation dramatically
reduces the computational cost of EFP calculations. Typically, a reduction of 50% or more of
the total CPU time reduction is observed (Table 1). Figure 3 compares the CT energies cal-
culated by QUAMBOs versus CMOs to reduced variational space (RVS) analysis (120, 121) for
several dimer systems at five different basis sets. At equilibrium distances, QUAMBO CT ener-
gies are in better agreement with the benchmarks in the majority of cases. At longer separations,
both QUAMBO and CMO CT energies agree well with RVS results. At distances shorter than
the equilibrium separation, QUAMBOs tend to underestimate the CT energy, whereas CMOs
tend to overestimate the energy. However, when the largest basis set is used, 6-311++G(3df,2p),
both types of orbitals lead to the underestimation of the CT interaction (Figure 3). In general,
QUAMBO-predicted CT interactions agree better with RVS values in the region around equilib-
rium and at longer distances. Since QUAMBOs do not span the whole SCF virtual space, it may
seem counterintuitive that QUAMBOs achieve better results than using the full canonical space.
This is partly due to the approximate nature of the CT formulation (e.g., neglect of exchange inte-
grals, approximate Coulomb integrals by multipole interactions), which leads to a cancellation of
errors.
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Table 1 The total CPU time (in seconds) for an EFP-EFP energy or gradient calculation of
(NH4

+-NO3
−)4 at various basis sets using either canonical molecular orbitals (CMOs) or

quasiatomic minimal-basis-set orbitals/valence virtual orbitals (VVOs)

Energy Gradient

Basis set
Number of

basis functions CMO VVO CMO VVO
6–31+G(d,p) 460 2.12 1.04 8.63 3.48
6-31++G(d,p) 476 2.24 0.94 9.22 3.73
6-31++G(df,p) 676 3.71 1.67 16.36 6.00
6-311+G(d,p) 572 2.86 1.29 11.90 4.56
6-311++G(3df,2p) 1,060 7.54 3.25 36.70 11.45

3.2. QM-EFP Exchange Repulsion

Exchange repulsion, the only repulsive component of the EFP method, is a purely quantum-
mechanical effect due to the Pauli exclusion principle. The exchange repulsion between two EFP
fragments is expressed as an expansion in the intermolecular overlap, truncated at the second order
(80). The approximations used have been shown to work much better for LMOs (80) than for
CMOs. For the QM-EFP exchange repulsion interaction, the QM molecule is in the canonical
basis during the SCF iterations, so many of the approximations cannot be applied.

Equation 11 describes the QM-EFP2 exchange repulsion (82). The exchange repulsion Fock
operator (82) (Equation 12) is added to the QM Fock matrix as a one-electron contribution to
account for the presence of EFPs:

EXR = −2
∑
i∈A

∑
j∈B

(i j | i j ) − 2
∑
i∈A

∑
j∈B

Sij

[
2(V A

ij + GA
ij ) +

∑
l∈B

F B
jl Sli

]

+2
∑
i∈A

∑
j∈B

Sij

[∑
k∈A

Skj (F A
ik + V B

ik + JB
ik) + Sij(V A

jj + JA
jj ) −

∑
k∈A

Skj (ik|jj)
]
, (11)

V XR
mi = −

∑
j∈B

(mj | i j ) − 1
2

∑
j∈B

Smj

[
2(V A

ij + GA
ij ) +

∑
l∈B

F B
jl Sli

]

−1
2

∑
j∈B

[
2(V A

mj + GA
mj) +

∑
l∈B

F B
jl Slm

]

−
∑
k∈A

∑
j∈B

Skj [4(kj | mi ) − (km | j i )−(ki | jm)]

+
∑
j∈B

Smj

[∑
k∈A

Skj (F A
ik + V B

ik + JB
ik) − (ik | jj) + Sij(V A

jj + JA
jj )

]

+
∑
j∈B

Sij

[∑
k∈A

Skj (F A
mk + V B

mk + JB
mk) − (mk | jj)

]

+1
2

∑
n∈A

∑
k∈A

∑
j∈B

Skj Snj [4(nk | im) − (nm | ik) − (ni | mk)] + 2
∑
k∈A

∑
j∈B

S2
kj ( j j | mi ), (12)

where

(i j |i j ) =
∫ ∫

φ∗
i (r1)φ j (r1)

1
r12

φ∗
i (r2)φ j (r2)dr1dr2, (13)
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Charge transfer energy (kcal mol–1)
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SGO: spherical
Gaussian overlap
approximation

Sij =
∫

φi (r1)φ j (r1)dr1, (14)

V A
ij =

∑
I∈A

∫
φ∗

i (r1)
ZI

R1I
φ j (r1)dr1, (15)

GA
ij = 2JA

ij − K A
ij , (16)

JA
ij =

∑
k∈A

(i j |kk) =
∑
k∈A

∫ ∫
φ∗

i (r1)φ j (r1)
1

r12
φ∗

k (r2)φk(r2)dr1dr2, (17)

K A
ij =

∑
k∈A

(ik| j k) =
∑
k∈A

∫ ∫
φ∗

i (r1)φk(r1)
1

r12
φ∗

j (r2)φk(r2)dr1dr2, (18)

F A
ik = T A

ik + V A
ik + GA

ik, (19)

T A
ij =

∫
φi (r1)

(
−1

2
∇2

1

)
φ j (r1)dr1. (20)

All orbitals above refer to molecular orbitals, and the orbitals i and j are always on QM molecule
A and EFP molecule B, respectively.

Many of the approximations used for the exchange repulsion require LMOs, in particular, the
spherical Gaussian overlap (SGO) approximation (122). For the QM-EFP interaction, the SGO
approximation is applied to the atomic basis functions of the QM molecule and the EFP LMOs
(Equation 23). In addition, the 2EIs are approximated as an electrostatic potential represented by
the multipole expansion (Equations 24 and 25). The one-electron nuclear attraction term, Vjj

A, is
replaced by a classical point-charge approximation, −ZI/RjI (Equation 26). These approximations
lead to the following expressions for the exchange repulsion energy and Fock operator (66, 82):

EXR ≈ −2
∑
i∈A

∑
j∈B

(i j | i j )
SGO − 2

∑
i∈A

∑
j∈B

Sij

[
2(V A

ij + GA
ij ) +

∑
l∈B

F B
jl Sli

]

+2
∑
i∈A

∑
j∈B

Sij

[∑
k∈A

Skj (F A
ik + V EFP,B

ik ) + Sij

(∑
I∈A

−ZI R−1
I j +

∑
k∈A

V j
kk

)
−

∑
k∈A

Skj V
j

ik

]
, (21)

V XR
mi ≈ −

∑
j∈B

(mj | i j )SGO − 1
2

∑
j∈B

Smj

[
2(V A

ij + GA
ij ) +

∑
l∈B

F B
jl Sli

]

−1
2

∑
j∈B

[
2(V A

mj + GA
mj) +

∑
l∈B

F B
jl Slm

]

−
∑
k∈A

∑
j∈B

Skj [4(kj | mi ) − t(km | j i )−(ki | jm)]

+
∑
j∈B

Smj

[∑
k∈A

Skj (F A
ik + V EFP,B

ik ) − V j
ik + Sij

(∑
I∈A

ZI R−1
I j + V j

kk

)]

+
∑
j∈B

Sij

[∑
k∈A

Skj (F A
mk + V EFP,B

mk ) − V j
mk

]

+1
2

∑
n∈A

∑
k∈A

∑
j∈B

Skj Snj [4(nk | im) − (nm | ik) − (ni | mk)] + 2
∑
k∈A

∑
j∈B

S2
kj V

j
mi, (22)
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where

(i j | i j )SGO =
AO∑
μ

AO∑
ν

Cμi Cνi (μj | ν j )SGO

≈
AO∑
μ

AO∑
ν

Cμi Cνi
2√
π

√
2αμj αν j

αμj + αν j
Sμj Sν j F0

[
1
4

(
2αμj αν j

αμj + αν j
R2

μν

)]
, (23)

F0 is the incomplete gamma function F0[t] = 1
2

(
π

t

)1/2 erf (t1/2), and

F A
ik + V A

ik + JB
ik ≈ F A

ik + V ES,B
ik ≈ F A

ik + V EFP,B
ik , (24)

(ik | jj) ≈ (i | (r1 − RJ)−1 | k) = V j
ik, (25)

V A
jj =

∑
j∈B

∑
I∈A

−ZI

Rj I
. (26)

It has been shown in a previous paper (66) that the 2EIs in which one center is on an EFP and the
other three centers are on the QM molecule cannot be approximated by the SGO approximation.
To compensate for the consequent loss of efficiency, the exchange repulsion Fock matrix is added
to the updated QM Fock matrix only every fourth iteration (66) since the EFPs are considered to
be small perturbations. Furthermore, Schwartz inequality screening is applied to avoid calculating
many small 2EIs.

Since exchange repulsion is an HF phenomenon, the RVS analysis is employed as the bench-
marking method. For small homogeneous clusters (e.g., trimer, tetramer, pentamer), the errors
are well within 4 kcal mol−1 (Table 2). For homogeneous clusters, the predicted QM-EFP ex-
change repulsion depends on the position and orientation of the QM molecule relative to the
EFP fragments. This distance dependence is evident for a medium-sized test system, (H2O)16, for
which the RVS analysis is too costly and the all-EFP exchange repulsion energy is considered as
the benchmark. For the (H2O)16 configuration in Figure 4, better agreement with the benchmark
is achieved when an outer edge water molecule is QM, compared to that when a more embedded
water is QM. Another source of error is the approximations used in the EFP-EFP exchange repul-
sion, since the total exchange repulsion energy of a system is the sum of all the pair-wise QM-EFP
and EFP-EFP exchange repulsion energies. The different approximations used for EFP-EFP and
QM-EFP exchange repulsion contribute to the variation in the total exchange repulsion energy.

For heterogeneous clusters, some QM species, such as acetone and acetonitrile, appear to be
particularly sensitive to the approximations. This was previously noticed for EFP-EFP calculations
(81). For acetone, it has been suggested that one needs to go beyond the SGO approximation (81).
An expression for the exchange repulsion gradient with respect to the QM nuclei (Equation 14)
between the QM molecule and an EFP fragment has been derived from the exact energy expression
(Equation 11) and is being implemented:

∂ EXR

∂xa
= −2

∑
i∈A

∑
j∈B

(i j | i j )a − 2
∑
i∈A

∑
j∈B

Sa
ij

[
2(V A

ij + GA
ij ) +

∑
l∈B

F B
jl Sli

]

− 2
∑
i∈A

∑
j∈B

Sij

[
2(V Aa

ij + GAa

ij ) +
∑
l∈B

F B
jl Sa

li

]

+ 2
∑
i∈A

∑
j∈B

Sa
ij

[∑
k∈A

(Skj (F A
ik + V B

ik + 2JB
ik) + Sij(V A

jj + 2JA
jj ) −

∑
k∈A

Skj (ik | jj))

]
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+ 2
∑
i∈A

∑
j∈B

Sij

⎡
⎢⎢⎢⎢⎣

∑
k∈A

(Sa
kj (F

A
ik + V B

ik + 2JB
ik) + Skj (F Aa

ik + V Ba

ik + 2JBa

ik ))

+Sa
ij (V

A
jj + 2JA

jj ) + Sij(V Aa

jj + 2JAa

jj )

−
∑
k∈A

[Sa
kj (ik | jj) + Skj (ik | jj)a ]

⎤
⎥⎥⎥⎥⎦

+
∑
m∈A

∑
i∈A

∑
j∈B

Sa
mi

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

2(mj | i j ) + Smj

(
2(V A

ij + GA
ij ) +

∑
l∈B

F B
jl Sli

)

+Sij

(
2(V A

mj + GA
mj) +

∑
l∈B

F B
jl Slm

)

−Smj

(∑
k∈A

Skj (F A
ik + V B

ik + 2JB
ik) + Sij(V A

jj + 2JA
jj ) −

∑
k∈A

Skj (ik | jj)

)

−Sij

(∑
k∈A

Skj (F A
mk + V B

mk + 2JB
mk) + Smj(V A

jj + 2JA
jj ) −

∑
k∈A

Skj (mk | jj)

)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+
∑
m∈A

∑
i∈A

∑
n∈A

∑
j∈B

Sa
mnSij

×
[

2[4(i j | mn) − (im | j n) − (in | j n)] −
∑
k∈A

Skj [4(ik | mn) − (im | kn) − (in | km)]

]

−
∑
m∈A

∑
i∈A

∑
k∈A

∑
j∈B

Sa
mk Sij[Smj(F A

ik + V B
ik + 2JB

ik) + Skj (F A
im + V B

im + 2JB
im)

+4Sij( j j | mk) − Smj(ik | jj) − Skj (im | jj)]. (27)

Table 2 Exchange repulsion energies (in kcal mol−1) obtained from benchmark calculations and
quantum mechanics (QM)-EFP calculations

Exchange repulsion Benchmark
QM-EFP best

agreement
QM-EFP worst

agreement
(H2O)3 15.0 16.6 17.0
(MeOH)3 13.5 13.5 16.2
((CH3)2CO)3 5.6 4.4 4.2
(CH3CN)3 5.1 4.3 3.9
(CH2Cl2)3 1.1 1.0 2.4
3DMSO 10.1 8.1 Not converged
(H2O)4 29.3 28.4 27.4
(H2O)5 39.1 36.7 35.3
(H2O)6-bag 42.5 43.6 35.3
(H2O)6-boat 43.3 40.9 36.5
(H2O)6-book 43.8 43.8 39.8
(H2O)6-cage 40.9 41.7 38.6
(H2O)6-cyclic 45.0 41.8 36.2
(H2O)6-prism 39.8 40.1 41.3
(H2O)16 118.3 118.6 123.5

The third and fourth columns show the smallest and the largest deviations from the reduced variational space (RVS)
interaction energies when different molecules are treated ab initio. For all systems except (H2O)16, the benchmark results
were obtained from the RVS analysis. The (H2O)16 benchmark value was obtained from an all-EFP calculation. All of the
cluster structures were optimized with RHF/6-31+G(d,p), and the EFPs were generated with the 6-311++G(3df,2p) basis
set.
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Figure 4
An (H2O)16 configuration. The boxed water molecules give better exchange repulsion energy when treated
with quantum mechanics.

The derivatives of the molecular orbital coefficients are treated by expanding with orbital response
terms (66, 123):

∂Cμi

∂xa
=

MO∑
m

U a
miCμm. (28)

These response terms are eliminated in the usual manner (66, 123):

U a
mi + U a

im = −Sa
im,

Sa
im =

AO∑
μν

Cμi Cνm
∂Sμν

∂xa
. (29)

A 2EI (the four molecular orbitals can be either on the QM molecules or on EFP fragments)
derivative (ij|kl )a is defined as

(i j | kl)a = C∗
μi Cν j C∗

λkCσ l (μν | λσ )a

= C∗
μi Cν j C∗

λkCσ l

[(
∂φμ

∂a
φν |φλφσ

)
+

(
φμ

∂φν

∂a
| φλφσ

)
+

(
φμφν |∂φλ

∂a
φσ

)
+

(
φμφν |φλ

∂φσ

∂a

)]
.

(30)

Therefore,

JBa

ik =
∑
l∈B

(ik | ll)a , (31a)
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JAa

jj =
∑
m∈A

( j j | mm)a , (31b)

GAa

ij = 2JAa

ij − K Aa

ij = 2
∑
k∈A

(i j | kk)a −
∑
k∈A

(ik | j k)a , (31c)

and the one-electron nuclear attraction integral derivative is defined as

V Aa

ij =
∑

μ

∑
ν

Cμi Cν j

∑
I∈A

(
φμ| ZI

R1I
|φν

)a

=
∑

μ

∑
ν

Cμi Cν j

[∑
I∈A

(
∂φμ

∂a
| ZI

R1I
|ν

)
+

∑
I∈A

(
μ| ZI

R1I
|∂φν

∂a

)]
(32)

and similarly for V Ba

ik , etc. If the atomic orbital is on the EFP fragment, the particular derivative
with respect to the QM nuclear displacement will be zero.

A much simpler expression for the gradient with respect to the EFP nuclei (Equation 17) is
obtained because the EFP molecular orbitals do not change during the optimization:

∂ EXR

∂xb
= −4

∑
i∈A

∑
j∈B

(i j b | i j ) − 2
∑
i∈A

∑
j∈B

Sb
ij

[
2(V A

ij + GA
ij ) +

∑
l∈B

F B
jl Sli

]

− 2
∑
i∈A

∑
j∈B

Sij

[
2((i | V A | j b ) + GAb

ij ) +
∑
l∈B

(F Bb

jl Sli + F B
jl Sb

li )

]

+ 2
∑
i∈A

∑
j∈B

Sij

×

⎡
⎢⎢⎢⎢⎢⎣

∑
k∈A

Sb
kj (F

A
ik + V A

ik + 2JA
ik) + Skj

⎛
⎝

⎛
⎝i |

∑
J∈B

ZJ(x1 − xJ)
r3

1J
|k

⎞
⎠ + 2

∑
l∈B

(ik | l b l)

⎞
⎠

+Sb
ij (V

A
jj + 2JA

jj ) + SijV Ab

jj + 2SijJAb

jj −
∑
k∈A

Sb
kj (ik | jj) −

∑
k∈A

Skj (ik | jj)b

⎤
⎥⎥⎥⎥⎥⎦ . (33)

3.3. QM-EFP Dispersion

The dispersion energy arises from the interaction between an instantaneous multipole on molecule
A and an induced multipole on molecule B. The derivation of the QM-EFP dispersion energy
(67) expression begins from the Rayleigh-Schrödinger perturbation theory expression:

Edisp = −
∑
m �=0
n �=0

〈0A0B |V̂ |mn〉〈mn|V̂ |0A0B〉
E A

m + E B
n − E A

0 − E B
0

, (34)

where m and n are excited states of molecules A and B, respectively; 0 is the ground state; E A
m is

the energy of molecule A in state m; and V̂ is the perturbation operator, which encompasses all
electrostatic interactions between the molecules and here is expressed as the multipole expansion.
The first term in the London expansion of the dispersion energy, Edisp = C6/R6 + C7/R7 + . . .,
corresponds to the dipole-dipole term of V̂ , i.e.,

V̂ ≈ T AB
ab μ̂Aμ̂B . (35)

Here T AB
ab is the electric field gradient, scaling as 1/R3 in the intermolecular distance, and μ̂A is

the dipole operator on molecule A. Substituting Equation 35 into Equation 34 and separating the
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resulting expression into integrals on A and integrals on B, one finds that the C6/R6 term becomes

Edisp
6 = −2�

π

x,y,z∑
abc d

T AB
ab T AB

c d

∫ ∞

0
dω

∑
m �=0
n �=0

ωA
m0〈0A|μ̂A

a |m〉〈m|μ̂A
c |0A〉

�((ωA
m0)2 + ω2)

ωB
n0〈0B |μ̂B

b |n〉〈n|μ̂B
d |0B〉

�((ωB
n0)2 + ω2)

. (36)

Equation 36 can be recast in terms of dynamic polarizability tensors α over the imaginary
frequency range iω:

αab (iω) = 2
∑

n

ωn0〈0|μ̂a |n〉〈n|μ̂b |0〉
�(ω2

n0 + ω2)
, where ωn0 = ωn − ω0. (37)

In EFP-EFP dispersion, both the portion of Equation 36 relating to A and the portion relating
to B are recast in terms of α; α is calculated during the process of generating the fragment
potential (prior to using the potentials in an EFP calculation). However, because the calculation
of the dynamic polarizability tensors is computationally expensive, it is not practical to calculate α

on the fly for the QM molecule (A). Therefore, only that portion of Equation 36 that corresponds
to EFP molecule B is expressed in terms of α, giving

EEFP−AI
6 = − 1

π

x,y,z∑
abc d

T AB
ab T AB

c d

∑
m �=0

〈0A|μ̂A
a |m〉〈m|μ̂A

c |0A〉
∫ ∞

0
dω

ωA
m0

(ωA
m0)2 + ω2

αB
bd (iω). (38)

An approximation to convert from sum over states to CMOs is invoked. Additionally, a dis-
tributed polarizability tensor is used on EFP molecule B. An isotropic approximation is made to
eliminate off-diagonal terms, which do not contribute significantly to the total dispersion energy
and are time-consuming to calculate. The product of electrostatic tensors T AB is expressed as
6/R6

kj , where Rkj is the distance between QM occupied orbitals k and EFP LMOs j. This yields

EEFP−AI
6 = − 6

π

∑
j∈B

occ∑
k

vir∑
r

1
R6

kj
〈k|μ̂|r〉〈r|μ̂|k〉

∫ ∞

0
dω

ωA
rk

(ωA
rk)2 + ω2

α j (iω). (39)

Because previous EFP studies have suggested that an LMO-based formalism gives faster con-
vergence and superior results, Equation 39 is recast in terms of LMOs. Boys localization, per-
formed on the valence orbitals, produces orthogonal transformation matrices Lk�, which express
LMOs � in terms of canonical MOs k. The EFP-QM C6 expression becomes

C�υ
6 =

x,y,z∑
a

valence∑
k

valence∑
k′

Lk�

[
vir∑
r

〈k|μa |r〉〈r|μa |k′〉
∫ ∞

0
dω

ωA
rk

(ωA
rk)2 + ω2

αν (iω)

]
Lk′�. (40)

The integral over the imaginary frequency range is calculated using a 12-point Gauss-Legendre
numerical quadrature. The differences between the virtual and occupied orbital energies εrk =
εr − εk are used in place of ωrk.

The final form of the EFP-QM dispersion energy is

EEFP−AI
dis p = 4

3

∑
�∈A

∑
ν∈B

F �ν
6 C�ν

6

R6
�ν

. (41)

Multiplication by 4/3 serves as an estimation of higher-order multipole contributions. F �ν
6 is a

damping function, which accounts for short-range exchange dispersion and charge penetration
effects. Two damping functions are available: a Tang-Toennies and a parameter-free overlap-
based damping function (50, 51).

For a set of dimers examined (benzene, CH2Cl2, H2O, NH3, CH3OH, HF, CH4, Ar, and H2

dimers), the EFP-QM dispersion agrees closely with the EFP-EFP dispersion for a given damping
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Table 3 Effective fragment potential (EFP)-EFP and EFP–quantum mechanics (QM) C6

coefficients

QM (H donor)-EFP
(H acceptor)a

EFP (H donor)-QM
(H acceptor)a EFP-EFPa Expt.

HF 17.0 (−10.5%) 15.4 (−18.9%) 15.3 (−19.5%) 19.0b

H2O 43.0 (−5.3%) 40.6 (−10.6%) 39.3 (−13.4%) 45.4b

NH3 81.2 (−7.0%) 82.1 (−6.0%) 78.1 (−10.5%) 87.3b

CH3OH 197.7 (−11.1%) 197.2 (−11.3%) 195.8 (−11.9%) 222.2b

EFP-QM EFP-EFP Expt.
Ar 67.4 (+4.8%) 60.6 (−5.8%) 64.3c

H2 10.2 (−15.7%) 11.4 (−5.8%) 12.1b

CH4 120.3 (−7.2%) 120.4 (−7.1%) 129.6b

CH2Cl2 843.0 755.8 —
C6H6 2,087 (+21.1%) 1,805 (+4.8%) 1,723c

C6 coefficients were calculated for dimers at equilibrium geometries, except for benzene (C6H6), which was calculated for a
sandwich structure. For nonsymmetrical dimers, the C6 coefficient may vary depending on which monomer is modeled with
EFP and which with the QM method (Hartree-Fock); where applicable, both values are shown.
aCalculated using the 6-311++G(3df,3p) basis set for all dimers other than benzene, for which the 6-311++G(3df,2p) basis
set was used.
bFrom References 12 and 128.
cFrom Reference 129.

function. Both methods agree well with symmetry adapted perturbation theory (4, 5) dispersion
plus exchange dispersion values for a given basis set. Example C6 coefficient values appear in
Table 3, with the percent error relative to experimental values.

4. SUMMARY AND PROGNOSIS

The EFP is a very accurate method for treating intermolecular interactions, including solvent
effects. A generalized EFP (sometimes called EFP2) contains all of the essential physics, while
avoiding the need for empirically fitted parameters. Recently, the most computationally demand-
ing EFP term, the charge transfer (CT) interaction, has been made much more efficient by includ-
ing only the most important part of the virtual space, the part that is defined by the valence analog of
the valence occupied space: the QUAMBOs. The use of QUAMBOs decreases the computational
cost by about a factor of two, while maintaining the accuracy of the original method.

For EFP to be a truly general and useful method, it is important to have a complete interface
with QM methods. This has now been accomplished for the exchange repulsion and dispersion
EFP energy components. Expressions for the analytic gradients for each of these terms have been
derived, and the implementations are in progress. The CT term is the one remaining component
to be interfaced with QM methods. Even though this term is the most time-consuming EFP
component, its cost will be very small relative to QM methods, especially since the most sensible
QM methods to use with EFP are those that include electron correlation [e.g., DFT, MP2,
CCSD(T)].

Now, consider the remaining limitations of the EFP method. A time-consuming aspect of the
EFP process is the preliminary setup, called MAKEFP, which requires preparatory HF and time-
dependent HF calculations. If one uses the recommended large basis set for a large molecule, this
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can require considerable time and resources. For this reason, the establishment of the EFP library
has been important, and this library needs to be expanded to include many more molecules.

Currently, EFPs are rigid species that are not able to change their geometries in the process
of simulating chemical processes. One way to accomplish flexibility is to employ the new effective
fragment molecular orbital (EFMO) method that incorporates most features of the EFP method
into the fragment molecular orbital method (124). However, it is desirable to have at least torsional
flexibility even when no QM component is present. Torsional flexibility can be achieved by splitting
a molecule along a chosen bond into separate effective fragments and then substituting the broken
covalent bonds by harmonic potentials. All torsional and noncovalent interactions between the
fragments are treated in the standard EFP manner. An effort in this direction is in progress (125).

All of the EFP components are expressed in terms of a series of some kind. Some of these
components, notably the dispersion, are terminated after the leading term. There will be instances
(e.g., for charged species) when higher-order terms will be important.
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