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Study of phase changes of the water octamer using parallel tempering
and multihistogram methods
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Parallel tempering Monte Carlo and multihistogram methods are combined to study the phase
changes of the water octamer. The heat capacity is calculated continuously from very low
temperatures up toT5230 K. We find the melting temperature to be 178.5 K. In addition, a
solid–solid phase change is found at 12 K. We introduce an order parameter to monitor this low
temperature phase change. ©2001 American Institute of Physics.@DOI: 10.1063/1.1385795#
e
hi
e
Th
ud

t
ic

re
d

th
er

b

xi
ke
s

-
al
na
se

th
r
is

en
es
la
r
lt

so
n
x

oc-

in-
ery
we
ing
g
re-
tems
g
r

ec.
In

m-
to
nc-

mer.

le
for

the
raint

ma
I. INTRODUCTION

The study of molecular clusters has attracted consid
able attention in the recent years. These systems ex
phase change properties; some of which are very uniqu
finite systems, and others that correlate in bulk matter.
size of the system is small enough to allow a detailed st
of its structural and thermodynamic properties.1–8 In particu-
lar, water cluster properties and their dependence on
number of molecules can give us new insights into the r
phase behavior of water.

The water octamer is a small molecular cluster that p
sents a well-established melting phase change when
scribed by several known potential models.9–14 The melting
region can be readily traced by searching for a peak in
curve of the heat capacity versus temperature: the en
distribution function w(e) is neatly bimodal.9 Below the
melting region, the solidlike phases consist of several cu
forms of which the isomersD2d and S4 are the main com-
ponents. In the melting region, cubic and open forms coe
altogether. Finally, above the melting region, the liquidli
phase is composed of a wide variety of opened structure10

The isomersD2d andS4 belong to the two lowest lying
energy minima. Bothab initio and density functional calcu
lations signal theD2d structure to correspond to the glob
minimum.15–18 Nevertheless, some recent density functio
calculations point out that the stabilization order is rever
when zero point energy corrections are included.19,20 From
the experimental side, there is conclusive evidence for
existence of the structuresD2d and S4 , as well as anothe
low lying cubic structure whose point group symmetry
Ci .19,21,22

Associated with the melting process, there is a high
ergy barrier separating the solidlike and liquidlike phas
Energy barriers cause ergodicity breaking during simu
tions. In particular, standard Metropolis Monte Carlo suffe
the ergodicity breaking in a way that makes it very difficu
to estimate simple averages with any accuracy in a rea
able computational time.10,11 Suitable techniques have bee
developed in the last few years to fix this problem; for e
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2620021-9606/2001/115(6)/2621/8/$18.00

Downloaded 30 Aug 2002 to 128.210.142.96. Redistribution subject to A
r-
bit
to
e
y

he
h

-
e-

e
gy

ic

st

.

l
d

e

-
.
-

s

n-

-

ample, jump–walking Monte Carlo.23 This method has been
used to study the canonical heat capacity of the water
tamer in the melting region.9–11

In the present work, we revisit the water octamer to
vestigate the behavior of the canonical properties from v
low temperatures up to the melting region. To that end,
apply an alternative technique named parallel temper
Monte Carlo which is similar in spirit to the jump–walkin
algorithm.24,25 The parallel tempering method has been
cently used to characterize the phase changes in the sys
LJ38 and ArN– HF.26–29Here, we combine parallel temperin
Monte Carlo with the multihistogram algorithm to cove
continuously the whole range of temperatures.

We describe now the organization of this paper. In S
II we introduce the model potential for the water octamer.
Sec. III we describe our implementation of the parallel te
pering algorithm. In Sec. IV we report properties related
the Monte Carlo dynamics such as the autocorrelation fu
tion g(t) and the integrated correlation timet. In Sec. V we
show the canonical heat capacitycv(T). In Sec. VI we
present results of an order parameter for the water octa
Finally, in Sec. VII we give the conclusions.

II. CLUSTER MODEL

We model the cluster by adopting a rigid molecu
scheme for the water molecules. Then, the general form
the total potential energy is given by

U5(
i , j

N

UMCY~r i j !1(
i 51

N

Uc~r i !, ~1!

where r ij represent the distance between moleculesi and j,
andr i is the position of the center of mass of moleculei. We
have adopted the well-known MCY potential30 for the
water–water interactions. The external potentialUc has been
introduced to prevent evaporation in the simulations at
higher temperatures. We have adopted a reflecting const
potential with a radius ofr c57 Å:

Uc~r !5H 0 ur2r c.m.u,r c ,

` ur2r c.m.u.r c.
~2!

Here,r c.m. is the center of mass of the cluster.
il:
1 © 2001 American Institute of Physics
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FIG. 1. All the cubic lowest lying en-
ergy isomers of the water octamer fo
the MCY potential. The symbols de
note the point group symmetries. Th
energies of these structure are given
Table II.
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III. THE PARALLEL TEMPERING METHOD

The parallel tempering method was originally used
simulations of glassy systems like spin glasses and ran
fields.24,25 It has been devised to solve the problems of
godicity breaking that these systems exhibit at the low te
perature regime.

The basic idea of the parallel tempering method is to
simultaneously several simulations at different temperatu
using Markovian dynamics and, in addition, let the simu
tions swap states according to the following probability:

p5min$1,exp@~b i2b j !~Ui2U j !#%, ~3!

whereUi is the energy of the statei, andb i is the inverse
temperature 1/kBTi with kB being the Boltzmann constant. A
least one of theTi must be high enough to keep the syste
above all the energy barriers that might cause ergodi
breaking. It has been proven that this combination satis
both ergodicity and detailed balance.25

In the present work, we let the system move using
Metropolis algorithm.31 Also, a swap between systems wi
adjacent temperatures was attempted with a frequencn
50.1; i.e., one swap attempt every 10 Monte Carlo step

A Monte Carlo step is defined byN2 attempts to displace
and rotate every water molecule in turn. Therefore, we de
the unit time bydt5N2. The system is sampled at eve
Monte Carlo step.

We fix the respective acceptance ratios for displacem
and rotations at 0.5 each so that half of the attempts
accepted for both kind of movements.32 Also, we choose the
temperatures of the simulations in order to guarantee the
ceptance of at least 10% of the attempted swaps. This ca
achieved by letting the energy histograms of adjacent si
lations overlap substantially with each other, as inferred fr
Eq. ~3!.

To equilibrate the system at each temperature, we
tially run the simulations for 1.53106 Monte Carlo steps. In
Downloaded 30 Aug 2002 to 128.210.142.96. Redistribution subject to A
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all cases, the initial configurations are that of the global mi
mum. Next, we sample the system running the simulati
for 107 Monte Carlo steps.

The global minimum for the MCY–water octamer co
responds to the theD2d isomer shown in Fig. 1. In this
figure, we also show all the cubic low lying energy isome

On completion of the simulations, we apply the mul
histogram algorithm to estimate the heat capacity in
whole range of temperatures.33 This algorithm combines the
results of all the simulations to obtain the best estimate
temperatures other than the temperatures of the simulati
A required condition in common with the parallel temperin
method is that adjacent energy histograms must overla
some degree with each other.

IV. ENERGY HISTOGRAMS, AUTOCORRELATION
FUNCTION, AND INTEGRATED CORRELATION TIME

Figure 2 shows the normalized energy histogramsw(«),
where «5U/N. The numbers indicate the simulation tem
peratures. Overlap is observed between all neighboring
tograms, as required by the parallel tempering method. S
of the histograms are bimodal. This is a characteristic
solid–liquid phase changes.8

The energy autocorrelation functiong(t) is defined as

g~ t !5
^«~0!«~ t !&2^«&2

^«2&2^«&2 , ~4!

where t is the Monte Carlo time measured indt units. The
effect of parallel tempering ong(t) as compared with stan
dard Metropolis simulations is shown in Fig. 3 for a fe
temperatures in the melting region. In that region, the sys
is known to fluctuate between the closed cubic forms sho
in Fig. 1 and a wide variety of open forms.9–11,14It is evident
from Fig. 3 that parallel tempering alleviates sensibly t
effects of correlations. However, we observed that corre
tions continue having the same qualitative behavior as in
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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FIG. 2. Normalized histogramsv~«!. The numbers are
the temperatures in Kelvin, and the energy« is in
Kcal mol21. The dashed line curves are bimodal. Als
the histograms atT5150 and 210 show some bimoda
ity.
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cases of simulations without parallel tempering. That is, c
relations still become larger in the phase change region. T
qualitative agreement is expected since our parallel tem
ing implementation uses the Metropolis algorithm; the o
responsible for the large correlations.25

We remark on the shape ofg(t) in the melting region.
First, it decreases very fast; then, it suddenly levels off
continue decreasing steadily in most cases at a very low
for a long period. This sort of shape presages large corr
tions because the moreg(t) delays becoming a random num

FIG. 3. Comparison of the energy autocorrelation functiong(t) for Me-
tropolis and parallel tempering simulations at different temperatures in
melting region. All the temperatures are in Kelvin.
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ber fluctuating around zero, the larger the correlation blo
of consecutively sampled energies is.34

In Fig. 4 we compare the behavior ofg(t) for different
temperatures. The upper~lower! panel corresponds to tem
peratures in~below! the melting region. It is observed tha
g(t) reaches a value which is 10 times larger in the melt
region than at lower temperatures. We also note that all
curves sharply level off at approximately the same time.

A way to quantify the correlations in the simulations
by estimating theintegratedcorrelation timet which is de-
fined as34

t5E
0

`

g~ t !dt. ~5!

The estimates oft enter as input in the multihistogram algo
rithm, which we use in Sec. V to estimate the heat capac
Also, the values oft can provide us with some indication o
possible phase changes.

The direct calculation oft by integratingg(t) in Eq. ~5!
is not practical because it involves evaluating a trunca
summation which in turn introduces uncertainties that
difficult to assess. The conventional way then to estimatet is
by first calculating the standard deviation or variances of
the mean energy of a simulation.

In this work, we use two methods to estimates: the
blocking method and the moving block bootstra
algorithm.35,36 Both algorithms consider the sampled ene
gies as a large block and estimate an initials. Next, the
algorithms transform the original block into a new block a
estimates once more. Then, the last step is repeated until
estimateds reaches a steady value. Exactly how the tra
formations are done and hows is estimated at every stag
depend on each particular method.

It is worthwhile to mention here that the moving bloc
bootstrap algorithm usually gives better estimates ofs than
the blocking method at the phase transition region in Is
systems, even though the blocking method is much m
e

IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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efficient. Away from the phase transition region the blocki
method is usually the better option because of
efficiency.36 We find, however, that at a temperature as l
as 3 K where the magnitude of correlations is small in co
parison with the same magnitude in the melting region,
moving block bootstrap algorithm still may yield better r
sults than the blocking method. This is shown in Fig. 5.

To estimatet at each temperature, we use the followi
formula:34

s25s0
2 g~t!

tmax
~6!

with

s0
25^«2&2^«&2, ~7!

wheretmax is the simulation length, andg(t) is given by

g~t!5112t. ~8!

Table I showst for the different temperatures. As ex
pected from Figs. 3 and 4,t increases within the melting
region, and the increase is much more pronounced for si
lations using only Metropolis algorithm. In general, M
tropolis simulations in the melting region require a very lo
computational time to produce results with some accura

FIG. 4. Parallel tempering energy autocorrelation functiong(t) for tempera-
tures in the melting region~upper panel! and for temperatures out of th
melting region~lower panel!. All the temperatures are in Kelvin.
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This is a consequence of the ergodicity breaking caused
high energy barriers. Our results in Fig. 3 and Table I refl
that situation.

Outside the melting region,t appears to have anothe
maximum aroundT560, but it is much less noticeable. Th
region, shown in Sec. VI, corresponds to a system fluctua
between the two solidlike phasesD2d and andS4 , see Fig. 1.
As the temperature continues decreasing,t becomes even
smaller until it finally stabilizes in a region belowT520, see
Table I. That last region corresponds to a single solidl
phase in the global minimum basin.

FIG. 5. Square of the energy variances2 at 3 Kelvin calculated by means o
both the blocking method~upper panel! and the bootstrap method~lower
panel!. The units ofs are~Kcal mol21!. Note how, in this case, the bootstra
implementation as in Ref. 36 tends to form a steady plateau~lower panel!, in
contrast to the blocking implementation of Ref. 35 which fluctuates aro
some unclear value~upper panel!.

TABLE I. Estimates of the integrated correlation timet. The values in
parentheses correspond to simulations using only the Metropolis algori

T/K t T/K t T/K t

230 ~173! 53 90 112 20 3
210 ~1137! 168 70 116 15 2
190 ~2881! 652 60 153 10 2
170 ~8475! 1242 50 90 7 2
150 ~1736! 269 40 77 5 2
120 66 30 2 3 3
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp



en
am

th
W
er
o

he

-
-
x
e
in

in
an

hat
ater
ish

e a
nal

ari-

ad,
d
n

n

a-

ts
led
ers

us

ics
he
ds,
bor

s,
r of
-
hat
re

n
f
e

on
ing

lue
sta

2625J. Chem. Phys., Vol. 115, No. 6, 8 August 2001 Phase changes of the water octamer
V. THE HEAT CAPACITY

The heat capacity per moleculecv(T) for a system com-
posed ofN equal rigid molecules is expressed as

cv~T!53kB1NkBb2s0
2, ~9!

wheres0
2 is defined in Eq.~7!. To estimatecv(T) and the

other thermodynamic functions at temperatures differ
from those of the simulations, we use the multihistogr
algorithm.33 Figure 6 displays the heat capacitycv(T) and its
derivative with respect to the temperature. The peak in
heat capacity corresponds to the solid–liquid transition.
characterize the temperature of the transition by the temp
ture of the maximum in the heat capacity. We find a value
Tmax5178.5 K, which is in reasonable agreement with t
value obtained by Pedulla and Jordan.11

At lower temperature~20–90 K!, we observe the forma
tion of a shoulder incv(T) indicated by an arrow. The pres
ence of the shoulder is further confirmed by a small ma
mum indcv /dT. In addition, we note that the position of th
shoulder is consistent with the second region of increas
correlation signaled byt in Table I.

FIG. 6. The heat capacitycv in Kcal mol21 K21 and its derivative as a
function of temperature. The circles corresponds to the simulated va
The solid lines are drawn by using the multihistogram algorithm. The
tistical errors are smaller than the width of the line.
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It is desirable to know which cubic isomers take part
the solid–solid phase change. To that end, we introduce
order parameter able to characterize this phase change.

VI. THE ORDER PARAMETER

To define an order parameter, we look for a quantity t
is well defined in every state in the phase space of the w
octamer. An order parameter should be able to distingu
among the different phases that the system has.8 To recog-
nize a phaselike form, the order parameter must also b
rotational invariant, i.e., independent of the configuratio
orientation. For instance, the polarization vectorP is well
defined for every state in the phase space, but it is not inv
ant under rotation. Moreover, its expectation value^P& is
identically zero in the whole range of temperatures. Inste
the polarization normuPu is an invariant under rotation, an
its expectation^uPu& seems likely to distinguish betwee
solidlike and liquidlike phases. Unfortunately,uPu vanishes
by symmetry for the isomersD2d and S4 shown in Fig. 1.
Therefore,uPu is not appropriate for distinguishing betwee
those isomers.

In this section, we study the properties of an order p
rameter originally introduced by Steinhardtet al. for
Lennard-Jones bulk phases.37 They have developed two se
of rotational invariants based on spherical harmonics labe
Ql and Wl . Subsequent works on Lennard-Jones clust
have also made use ofQl and Wl .26,27,38,39Since Q4 has
given good results for Lennard-Jones clusters, we will foc
our attention on this particular order parameter.

Q4 is defined by associating a set of spherical harmon
with every bond joining an atom to its near neighbors. T
word bondhere does not necessarily imply chemical bon
but rather lines connecting pairs of predefined near neigh
atoms. Then, the definition ofQ4 is37

Q45S 4p

9 (
m524

4

uQ̄4,mu2D 1/2

~10!

with

Q̄4,m5
1

nb
(
r i j

Y4,m~u i j ,f i j !, ~11!

wherenb is the number of bonds,Y4,m(u i j ,f i j ) is a spherical
harmonic, andu i j andf i j are the polar and azimuthal angle
respectively, of a vector that points from the mass cente
the cluster to the midpoint of thenth bond. We have inves
tigated different choices for the bonds, and have found t
they all yield similar information. The results presented he
were obtained using the hydrogen–oxygen bond.

The algorithm to find the bonds is as follows:~1! pick a
water moleculej and calculate the distancesr a j ,i from hy-
drogena j to the oxygensi belonging to other molecules;~2!
look for the smallest of ther a j ,i to decide whether hydroge
a j is bonding or not;~3! continue with the other hydrogen o
molecule j ,b j ; and ~4! repeat all the steps for each of th
remaining molecules.

The most sensitive part of this algorithm is the decisi
whether a hydrogen is bonding or dangling. Consider
r a j ,i 0

as being the smallest distance, step~2! is achieved by

s.
-

IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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executing the following sentences:~a! if r a j ,i 0
.r b j ,i 0

, then
hydrogen a j dangles; ~b! if step ~a! is false, andr a j ,i 0
.(r j ,i 0

2 1r a j , j
2 )1/2, then hydrogena j dangles; and~c! if steps

~a! and ~b! are false, then hydrogena j bonds with oxygen
i 0 . Here, r j ,i 0

is the distance from oxygenj to oxygeni 0 ,
andr a j , j is the distance from hydrogena j to its father oxy-
gen j.

Figure 7 showŝQ4& as a function of the temperature fo
the parallel tempering simulation and for regular Metropo
simulations seeded with theD2d andS4 structures. Table II
gives the values ofQ4 for the cubic structures in Fig. 1. Fo
the standard Monte Carlo, we see thatQ4 remains almost
constant until the melting region is reached. This is beca
the systems are trapped in the basins of the initial confi
rations. However,Q4 for parallel tempering simulations dis
plays the transition from a pureD2d state, to a mixture of
cubic structures in the temperature range 15–120 K.
larger temperatures,Q4 decreases monotonically due to co
tribution from open structures.

The information provided byQ4 is complemented by
Fig. 8, where we plot the probabilitypb(T) that a particular
basin or group of basins are visited. This probability is o

FIG. 7. Expectation valuêQ4& for the hydrogen bonds as a function of th
temperature. MT means Metropolis, and PT means parallel tempering.
initial structure is shown in parentheses. See also Table II.

TABLE II. Energy per molecule« and order parameterQ4 for the cubic
structures of Fig. 1.

Structure «/Kcal mol21 Q4

D2d 28.413 0.285
S4 28.380 0.299
C2 28.159 0.323
Ci 28.127 0.336
C1b 28.084 0.303
C1c 28.066 0.312
C1a 28.052 0.316
Cs 28.039 0.317
Downloaded 30 Aug 2002 to 128.210.142.96. Redistribution subject to A
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tained by periodic quenching. Up toT510 K, we have that
pD2d

51. At T515 K, traces of theS4 state are observed. An
exchange between these two structures occur up toT
550 K, where the appearance of the other cubic forms
detected. The first open, or liquidlike structure, is observe
T590 K. However, the number of open structures is ins
nificant up toT5120 K. At the position of the peak in the
heat capacitycv , T5178.5 K, the distribution of structure
is almost even between cubic and open forms. At hig
temperatures,pliquid becomes dominant.

We note that̂ Q4& lets us estimate the onset of the fir
phase change at low temperature. In Fig. 9, we show
result of applying the multihistogram method to the para
tempering simulations, as well to the Metropolis simulati

he
FIG. 8. Probabilitypb(T) that a particular basin or group of basins a
visited.

FIG. 9. The same as Fig. 7. The arrow signals the onset temperatureT0 .
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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2627J. Chem. Phys., Vol. 115, No. 6, 8 August 2001 Phase changes of the water octamer
seeded with theD2d structure in the vicinity ofT515 K. The
point where the two curves meet indicates the temperat
T0 , at which the phase change begins to happen, i.e., w
the first S4 structures appear. We assign the value ofT0

512 K by looking at the temperature at which the differen
between the two curves becomes equal to the statistical e

Unlike ^Q4&, the probability distributionv(Q4) is not a
good discriminator for solidlike and liquidlike states. Th
means that the values ofQ4 for liquids and solids overlap
substantially. An immediate consequence is the impossib
to estimate the free energy barrier that separates both ph
in the melting region. A way to judge the free energy barr
is by calculating the Landau free energyf(Q4) which is
related tov(Q4) by the following formula:38

v~Q4!5exp$2Nb@f~Q4!2 f #%, ~12!

where f is the Helmholtz free energy. Figure 10 show
f(Q4) for a few temperatures across the melting region.
two minima are ever formed due to the overlap.

VII. CONCLUSIONS

In this paper we have characterized the canonical ph
changes of the water octamer by using parallel tempe
Monte Carlo simulations in combination with the multihist
gram method. We have showed that the parallel tempe
algorithm is successful in overcoming problems of ergodic
breaking in a complex molecular system. The parallel te
pering method substantially reduces the correlations in
melting region in comparison with standard Metropo
Monte Carlo.

The peak in the heat capacity is a good indicator for
solid–liquid transition. This peak, is very well determined
the use of the multihistogram algorithm. We have found
melting temperatureTmax5178.5, which is in good agree
ment with previous studies. A shoulder in the heat capacit

FIG. 10. Landau free energyf(Q4) in Kcal mol21.
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lower temperatures suggests a solid–solid phase cha
However, this quantity is not sensitive enough to fully ch
acterize this transition.

We have studied an order parameter to monitor the ph
change at low temperature. This parameter^Q4&, together
with the probabilitypb(T) that different basins are visited, i
able to locate the onset of the first phase change atT0

512 K. For temperatures belowT0 , we have only the iso-
merD2d . AboveT0 , a mixture of the isomersD2d andS4 is
present.

The dependence of the phase changes on the size o
cluster can provide insights into the nature of the bulk ph
transitions. We have shown that the parallel temper
method in combination with the multiple histogram alg
rithm is a successful tool to investigate the phase change
these complex systems. An extension of this work to lar
clusters is currently underway. Initial results forcv as a func-
tion of temperature for (H2O!12 and (H2O!16 indicates the
feasibility of this approach.
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