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Abstract – Thermodynamics dictates that the specific heat of a system is strictly non-negative.
However, in finite classical systems there are well-known theoretical and experimental cases where
this rule is violated, in particular finite atomic clusters. Here, we show for the first time that
negative heat capacity can also occur in finite quantum systems. The physical scenario on which
this effect might be experimentally observed is discussed.
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Thermodynamics dictates that the specific heat of a
system is strictly non-negative, implying that the addi-
tion (subtraction) of energy cannot result in a decrease
(increase) of the system’s temperature [1]. Nevertheless
there are well-known cases where this rule is apparently vi-
olated [2,3]. Systems in weak contact with a thermal bath,
which are described by the Canonical ensemble, may not
have a negative heat capacity. Systems that are not in-
cluded in this condition, such as isolated systems that have
to be described by the Microcanonical ensemble, may dis-
play negative heat capacity. For example, Schmidt et al.
measured, in an elegant series of experiments, the neg-
ative heat capacity of a Na cluster with 147 atoms for
temperatures neighboring the melting temperature of the
cluster [4–6].

The origin of the negative heat capacity in clusters has
been extensively examined by Berry and coworkers [7–12],
and other isolated classical systems have been studied by
Campisi et al. [13] and by Dunkel and Hilbert [14,15].
Other examples of negative heat capacity can be found
in the literature, such as strongly coupled open quantum
systems [16,17] and dissipative quantum systems [18,19].
At the astronomical scale negative heat capacities have
been known for years [20], where it is observed that stars
and star clusters increase their temperature as they age

while losing energy by radiation [21]. Therefore, invoking
the thermodynamic limit is not sufficient to guarantee the
equivalence of Canonical and Microcanonical ensembles.
The key to theoretically reconcile these results with the
thermodynamics was addressed by Thirring and cowork-
ers: A system may display negative heat capacity, even
in the thermodynamics limit, provided that it is not er-
godic [22–24].

In this letter we investigate whether this phenomenon
could also be observed in the quantum domain, in particu-
lar, for a small isolated system described within the Micro-
canonical formalism. Following previous ideas [25,26] on
a minimal model having negative specific heat for classi-
cal systems we study the effect of the delocalization of the
wave function on the average kinetic energy of the system,
and also on several definitions of temperature correspond-
ing to the Canonical and Microcanonical statistics. Let us
consider a 1d potential well trapped between impenetrable
walls:

V (x) =

⎧⎪⎨
⎪⎩

−U0, if |x| < a,

0, if a ≤ |x| < L,

∞, if |x| ≤ L.

(1)

This potential represents a simple example that suffices
to show how a negative heat capacity emerges. The solu-
tion of the Schrödinger equation for one particle in V (x)
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given by eq. (1) can be found in ref. [27]. The solution
for a system of N non-interacting electrons can be con-
structed from the one particle solution. The Coulombic
correlation effects for N = 2 were tested to be very small
and therefore neglected in the calculations for higher N .
The values for the parameters U0 and a for the external
potential V (x) were selected to approximately represent
quantum dots binding energy and size and are specified in
the corresponding figures.

Within the Canonical formalism there is no ambiguities
to establish the relation between the energy of the differ-
ent eigenstates and the temperature of the system, and
a continuous temperature can be assigned to a Canoni-
cal ensemble. However, in the Microcanonical ensemble
the situation is different and to the best of our knowl-
edge there is no accepted “recipe” to calculate the tem-
perature corresponding to a particular eigenstate. Since
we are considering systems with one or a few degrees of
freedom we use the volume or Hertz entropy rather the
surface or Boltzmann entropy [28]. Then here we define
the entropy of a small quantum Microcanonical system as
S(E) = kB ln Ω(E), where Ω(E) is the number of states
with En ≤ E and kB the Boltzmann constant. S(E) is a
piecewise constant function that eventually converges, as
it will be shown below, to a continuous convex function
of the energy as the number of particles goes to infinity.
Straightforward application of the thermodynamic defini-
tion of temperature, 1/T (μ) = ∂S/∂E, to our definition
for S(E) does not produce a finite temperature. However,
the general structure of S(E) from different examples sug-
gests that a slope (i.e. a temperature) can be derived from
this curve. Here we propose to calculate the Microcanon-
ical temperature using finite difference between adjacent
states:

T (μ) =
ΔEn

ΔSn
. (2)

This definition has the disadvantage that it is not unique,
since the finite difference could be taken in many different
ways, being the forward, backward and centered differ-
ences the more usual choices in several fields. Moreover,
this definition proves to be useful for N = 1 but it becomes
noisy for larger N due to the lack of regularity in the en-
ergy levels leading to ΔEn values that vary significantly
form one level to the next. Note also that from eq. (2) the
temperature results a quantized property of the system, as
can be calculated only for the eigenvalues of the system.
A second possibility for the definition of the temperature
emerges from the kinetic energy operator K, which can be
combined with the equipartition theorem to produce

T (K)
n =

2
d

〈n|K|n〉
N

=
2
d

〈K〉n
N

, (3)

where |n〉 represents a pure state of a system of N parti-
cles. Certainly, there are few other quantum definitions
of the temperature [29,30]. We will use and compare
the most noticeable definitions in a following full detailed

-0.2 -0.1 0 0.1 0.2
E

n

0

0.05

0.1

0.15

0.2

〈K
〉 n

L=200=10a, U
0
=0.1

L=40=2a, U
0
=0.1

L=200=10a, U
0
=0.2

Fig. 1: (Colour on-line) Expectation value of the kinetic energy
as a function of the energy for different model parameters. A
drop in 〈K〉n occurs as the particle is able to explore regions
beyond the central well.

paper as this will be beyond the scope and the size of this
letter.

In fig. 1 we show 〈K〉n vs. En for one particle in the
model potential of eq. (1) for three different parameter
sets. The parameters displayed in the figure are in atomic
units and a = 1, and the examples shown correspond to
a central confinement region with a diameter of 0.2 nm
and 1 nm and a well depth of 2.7 eV and 5.4 eV. This
values are representative of multi-layered semiconductor
quantum dots [31,32]. All three curves shows the same
qualitative feature: as the energy approaches the thresh-
old value to escape from the central well, 〈K〉n decreases
implying a negative heat capacity. The magnitude of this
effect depends on the depth of the well U0 that for a fixed a
controls the number of bound states and therefore defines
the lower energy branch of fig. 1, and the relative delocal-
ization L/a that controls the magnitude of the reduction
in kinetic energy as the particle exits the well. This de-
pendence is very similar to what occurs in the classical
case. The reason for this becomes clear by looking at
the probability density for a particular case. For model
potential of the general shape as the one described by
eq. (1), the origin of the temperature decrease in the clas-
sical problem is the availability of a large space accessible
upon the increment of a small amount of energy. In the
quantum case the same general picture is valid, with a
minor adaptation since a quantum particle is able to pen-
etrate the regions of negative energy due to exponential
tail of the wave function. Namely, for a quantum particle
the delocalization starts to take place for those eigenstates
with En slightly smaller than zero. In fig. 2 we show the
probability density for the ground state together with the
highest state just below the edge of well expansion and
lowest state just above that. The probability density of
the ground state and the next three states (not shown) are
almost fully localized in the region |x| � a and therefore
the kinetic energy follows the expected thermodynamic
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Fig. 2: (Colour on-line) Probability density for L = 200 = 10a,
U0 = 0.1 for the ground state (black, E0 = −0.0975), highest
negative (red, E5 = −0.0149) an lowest positive (blue, E6 =
0.000145).

behavior, namely, it linearly increases with the system en-
ergy. The highest bounded state (negative energy) shows
a small probability to be found for |x| > a and since this
region contributes with a much smaller kinetic energy the
expectation value 〈K〉n displays a bend departing from
the linear relation. The first state with positive energy
can explore with no penalty (meaning the wave function
is oscillatory, not exponentially decaying) the full available
space. This possibility to leave the central well is reflected
in a much lower 〈K〉n, which in turn imply a negative heat
capacity if we directly associate kinetic energy with tem-
perature. Further increase of the energy once the thresh-
old value has been crossed results again in the expected
monotonic increase of the kinetic energy. From fig. 1 it can
also be observed the emergence of a noise, as an odd-even
effect for En > 0, in particular for the case L = 200 = 10a
with U0 = 0.2.

We now compare the predictions of the Microcanoni-
cal and Canonical ensembles, T (μ) and T (C), as well as
the temperature defined from the kinetic energy operator
T (K). In fig. 3 we show these temperatures corresponding
to the case displayed in fig. 2. First we note the remarkable
similarity between T (K) and T (μ). It is important to men-
tion that in the calculation of T (μ) we have used the cen-
tered difference formula. If the forward or backward finite
difference derivatives are employed the qualitative results
are the same, but those curves display a characteristic odd-
even effect that introduce an unnecessary complication.
The Canonical temperature T (C) shows the expected ther-
modynamic behavior as it increases monotonically with
the energy of the system, smoothly bridging the low and
high-temperature regimes where it matches the other two
temperature definitions. Figure 3 clearly shows that a
quantum negative heat capacity emerges from the model
potential much in the same way that it does for classical
systems. The sudden availability of space, accessible upon
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Fig. 3: (Colour on-line) Temperature vs. energy for the pa-
rameters corresponding to fig. 2. All temperature definitions
are equivalent for large energy values. The upper and right
axis units are calculated assuming U0 = 2.7 eV, a = 1 nm,
L = 10 nm.

Fig. 4: (Colour on-line) T (K) (black) and T
(K)
I (red) as a func-

tion of the energy per particle for systems of with N = 1 to

N = 4. T
(K)
E was calculated using ε = 0.0004.

a small increment of the total energy, leads to the decrease
of the average temperature of the system.

The question that arises is how this results are affected
by increasing the number of particles in the system. The
definitions of T (K) and T (μ) are independent of the system
size and therefore may be directly applied to the problem
of several particles. In fig. 4 (black) we show T (K) as a
function of energy for N = 1, 2, 3 and 4. For N = 1, T (K)

shows only one jump as the particle leaves the central well
crossing from a negative to a positive eigenenergy. How-
ever for N > 1 the kinetic energy shows successive drops
and multiple branches as the total energy allows each of
the particles to explore the region with positive energies
and |x| > a. Then, for N = 2 there appear two branches
in the T (K) vs. E curve corresponding to one and two par-
ticles with energies greater than zero, respectively. Three
branches are present for N = 3, corresponding to one,
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two and three particles with energies greater than zero,
respectively, and so on. The persistence of these branches
for large energies is because the system can always reach
to a large energy state keeping all but one particle inside
the well. Then, the first branch is the resulting kinetic
energy from states having only one particle with positive
energy. The second branch corresponds to the collection
of states having two particles with positive energy, and so
on. It is important to note that the entropy corresponding
to the different branches is significantly different, with the
upper branches corresponding to states with confined par-
ticles and lower entropy and the lowermost branch corre-
sponding to the highest entropy. This branching behavior
eliminates T (K) as useful generic definition for the temper-
ature of a system. The calculation of the Microcanonical
temperature T (μ), although possible, does not provide a
clear vision of the behavior of the system because of the
noise introduced by the finite difference method. Then we
adopt yet another definition for the temperature that re-
duces to T

(K)
n for N = 1, but uses the quasi -degeneracy

of states with very different kinetic energy to eliminate
the branches occurring for N > 1. In eq. (3) a temper-
ature is assigned to each eigenstate of the system, even
in the case of quasi -degeneracy, i.e. more than one state
with very similar energy and, eventually, very different
kinetic energy. Following a textbook development of the
Microcanonical ensemble [1], we introduce a small param-
eter ε such that En+1 − En � ε, ∀n, and we define the
set IE as

IE = {i |E ≤ Ei < E + ε}. (4)

where each set will have NI elements. Then, the state

ΨE =
∑
i∈IE

ciψi (5)

will be a quasi -eigenstate with an assigned energy E. Next
we calculate the kinetic energy corresponding to the en-
ergy E as an average of the kinetic energy over all the
normalized quasi -degenerate states ΨE :

KE =

∫ ∏
i∈IE

dc∗i dciδ
(
1 −

∑
i∈IE

|ci|2
)
〈ΨE |K|ΨE〉∫ ∏

i∈IE
dc∗i dciδ

(
1 −

∑
i∈IE

|ci|2
)

=
∑

n,m∈IE

Km,n

∫ ∏
i∈IE

dc∗i dci c∗m cn δ
(
1 −

∑
i∈IE

|ci|2
)

∫ ∏
i∈IE

dc∗i dci δ
(
1 −

∑
i∈IE

|ci|2
)

=
1

NI

∑
m∈IE

Km,m, (6)

where the integrals are obtained using the Fourier repre-
sentation of the delta function, and Km,n = 〈ψm |K|ψn〉.
The temperature related with the average kinetic energy
is defined following eq. (3) as

T
(K)
E =

2
d

KE

N
. (7)

In fig. 4 we show T
(K)
E as continuous red lines. Note

that T
(K)
E coincides with T (K) for N = 1, but it does not
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Fig. 5: (Colour on-line) Entropy per particle as a function
of the energy per particle for systems with a few particles.
Increasing N reduce, and eventually eliminates, the concavity
region while approaching the Canonical result.

display branches for N > 1. Moreover, T
(K)
E shows a se-

ries of temperature drops as each particle has sufficient
energy to escape the well and reach the larger region, re-
sulting in N energy intervals with negative specific heat.
As the number N of particles increases, the magnitude of
the temperature drop becomes smaller and eventually dis-
appear in the thermodynamic limit N → ∞, where T

(K)
E

is expected to converge to the Canonical temperature. Fi-
nally, notice that the oscillations displayed by T

(K)
E resem-

ble those observed in similar classical models [14,15,26].
The Microcanonical entropy calculated by simply count-

ing the number of states also has a clear interpretation. In
fig. 5 we show our results for S vs. E for systems of up
to N = 4. The figure also includes the Canonical result.
Note that fig. 5 shows the values of quantized entropy
connected with straight lines, and as the number of par-
ticles increases the noise of the curve is reduced although
not enough to result in a smooth curve upon numerical
differentiation. For N = 1 the entropy shows a concave
kink at E 	 0 that leads to a temperature drop. As N

increases, as observed in the behavior of T
(K)
E , this kink

splits as many times as particles in the system. Each one
of these N kinks is weaker than the N − 1 kinks of a
smaller system. Therefore, it is clear that this kink split-
ting mechanism will eventually completely remove all the
concavities in the S vs. E curve as N becomes very large.
As a consequence, in the thermodynamic limit, we expect
a full equivalence of the Microcanonical and Canonical de-
scriptions. In fact, the Canonical entropy also displayed in
fig. 5 is essentially parallel to the Microcanonical entropy
for N = 4. The fact the the two ensembles are equivalent
on the thermodynamic limit is expected since the simple
model of eq. (1) does not contains energy barriers that
could lead to non-ergodicity, another source of difference
between the ensembles.
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The physical scenario on which this effect could
be experimentally observed in the quantum domain is
with quantum confined semiconductor devices, core/shell
nanoparticles or even graphene layers [33,34] or nanorib-
bons [35]. The key ingredient is to have spacial
confinement connected with a much wider region, i.e. a
localized and a delocalized region, where the access to the
second becomes possible upon a small increment of the
system’s energy. Spatial delocalization can be in princi-
ple constructed in multiple quantum wells and wires and
core/shell nanoparticles. By proper doping and design,
the highly localized states can be occupied and electrons
can be excited to the delocalized states by low-energy
photons. However, the challenge is how to measure
the delocalization effect on the temperature. Carrier
temperature has been estimated indirectly and quali-
tatively using optoelectronic measurements and micro-
Raman spectroscopy [36–39].

∗ ∗ ∗

The authors would like to acknowledge Prof. Timothy

S. Fisher from Purdue University for discussions and his
continuing efforts to harness this effect in an experimental
system.

REFERENCES

[1] Huang Kerson, Statistical Mechanics (John Wiley &
Sons, New York) 1987.

[2] Behringer H., Pleimling M. and Hüller A., J. Phys.
A: Math. Gen., 38 (2005) 973.

[3] Komatsu N., Kimura S. and Kiwata T., Phys. Rev. E,
80 (2009) 041107.

[4] Schmidt M., Kusche R., Kronmüller W., von Is-

sendorff B. and Haberland H., Phys. Rev. Lett., 79
(1997) 99.

[5] Schmidt M., Kusche R., von Issendorff B. and
Haberland H., Nature, 393 (1998) 238.

[6] Schmidt M., Kusche R., Hippler T., Donges J.,

Kronmüller W., von Issendorff B. and Haberland

H., Phys. Rev. Lett., 86 (2001) 1191.
[7] Berry R. S. and Smirov B. M., J. Chem. Phys., 130

(2009) 064302.
[8] Proykova A. and Berry R. S., J. Phys. B, 39 (2006)

R167.
[9] Jortner J. and Rosenblit M., Adv. Chem. Phys., 132

(2006) 247.
[10] Berry R. S., Theor. Chem. Acc., 127 (2010) 203.
[11] Berry R. S. and Smirov B. M., J. Exp. Theor. Phys.,

98 (2004) 366.

[12] Berry R. S., Isr. J. Chem., 44 (2004) 211.
[13] Campisi M., Zhan F. and Hänggi P., EPL, 99 (2012)

60004.
[14] Hilbert S. and Dunkel J., Phys. Rev. E, 74 (2006)

011120.
[15] Dunkel J. and Hilbert S., Physica A, 370 (2006) 390.
[16] Campisi M., Talkner P. and Hänggi P., J. Phys. A,

42 (2009) 392002.
[17] Campisi M., Zueco D. and Talkner P., Chem. Phys.,

375 (2010) 187.
[18] Hänggi P. and Ingold G. L., Acta Phys. Pol. B, 37

(2006) 1537.
[19] Hänggi P., Ingold G. L. and Talkner P., New J.

Phys., 10 (2008) 115008.
[20] Lynden-Bell D. and Wood R., Mon. Not. R. Astron.

Soc., 138 (1968) 495.
[21] Lynden-Bell D., Physica A, 263 (1999) 293.
[22] Thirring W., Z. Phys., 235 (1970) 339.
[23] Hertel P. and Thirring W., Ann. Phys. (N.Y.), 63

(1971) 520.
[24] Thirring W., Narnhofer H. and Posch H. A., Phys.

Rev. Lett., 91 (2003) 130601.
[25] Rao J., Liu Q. H., Liu T. G. and Li L. X., Ann. Phys.

(N.Y.), 323 (2008) 1415.
[26] Carignano M. A. and Gladich I., EPL, 90 (2010)

63001.
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