
Electronic Structure

PAPER • OPEN ACCESS

Cutoff phenomenon and entropic uncertainty for
random quantum circuits
To cite this article: Sangchul Oh and Sabre Kais 2023 Electron. Struct. 5 035004

 

View the article online for updates and enhancements.

You may also like
Local random quantum circuits are
approximate polynomial-designs:
numerical results
Piotr wikliski, Micha Horodecki, Marek
Mozrzymas et al.

-

Strong-randomness phenomena in
quantum Ashkin–Teller models
Hatem Barghathi, Fawaz Hrahsheh, José
A Hoyos et al.

-

Periodically driven random quantum spin
chains: real-space renormalization for
Floquet localized phases
Cécile Monthus

-

This content was downloaded from IP address 128.210.107.25 on 01/09/2023 at 15:51

https://doi.org/10.1088/2516-1075/acf2d3
/article/10.1088/1751-8113/46/30/305301
/article/10.1088/1751-8113/46/30/305301
/article/10.1088/1751-8113/46/30/305301
/article/10.1088/0031-8949/2015/T165/014040
/article/10.1088/0031-8949/2015/T165/014040
/article/10.1088/1742-5468/aa75dd
/article/10.1088/1742-5468/aa75dd
/article/10.1088/1742-5468/aa75dd


Electron. Struct. 5 (2023) 035004 https://doi.org/10.1088/2516-1075/acf2d3

OPEN ACCESS

RECEIVED

19 May 2023

REVISED

25 July 2023

ACCEPTED FOR PUBLICATION

22 August 2023

PUBLISHED

1 September 2023

Original Content from
this work may be used
under the terms of the
Creative Commons
Attribution 4.0 licence.

Any further distribution
of this work must
maintain attribution to
the author(s) and the title
of the work, journal
citation and DOI.

PAPER

Cutoff phenomenon and entropic uncertainty for random quantum
circuits
Sangchul Oh1,2 and Sabre Kais1,∗
1 Department of Chemistry, Department of Physics and Astronomy, and Purdue Quantum Science and Engineering Institute, Purdue
University, West Lafayette, IN, United States of America

2 School of Physics and Applied Physics, Southern Illinois University, Carbondale, IL 62901, United States of America
∗ Author to whom any correspondence should be addressed.

E-mail: kais@purdue.edu

Keywords: random circuits, quantum computing, cutoff phenomenon, random walks

Abstract
How fast a state of a system converges to a stationary state is one of the fundamental questions in
science. Some Markov chains and random walks on finite groups are known to exhibit the
non-asymptotic convergence to a stationary distribution, called the cutoff phenomenon. Here,
we examine how quickly a random quantum circuit could transform a quantum state to a
Haar-measure random quantum state. We find that random quantum states, as stationary states of
random walks on a unitary group, are invariant under the quantum Fourier transform (QFT).
Thus the entropic uncertainty of random quantum states has balanced Shannon entropies for the
computational basis and the QFT basis. By calculating the Shannon entropy for random quantum
states and the Wasserstein distances for the eigenvalues of random quantum circuits, we show that
the cutoff phenomenon occurs for the random quantum circuit. It is also demonstrated that the
Dyson-Brownian motion for the eigenvalues of a random unitary matrix as a continuous random
walk exhibits the cutoff phenomenon. The results here imply that random quantum states could be
generated with shallow random circuits.

1. Introduction

How many shuffles are enough to ensure that a deck of 52 cards is mixed randomly? The answer is 3
2 log2 52,

approximately 8.55, for the riffle shuffling case, as shown by Aldous and Diaconis [1] and by Bayer and
Diaconis [2]. Fewer than this number are not enough to mix the deck of cards and more do not significantly
improve the randomness. This non-asymptotic convergence to a steady or equilibrium state is called the
cutoff phenomenon [3] and has been discovered in various fields. Some finite Markov chains exhibit the
cutoff phenomenon. These include the Ehrenfest urn model as a simplified diffusion model [4], random
walks on a hypercube [5], some Metropolis algorithms [3], Glauber dynamics of Ising models [6], and
certain quantumMarkov chains [7].

The card shuffling problem is considered a random walk on the symmetric group S52. The cutoff
phenomenon occurs also for random walks on a compact Lie group. Rosenthal [8] considered that random
walk on the special orthogonal group SO(N) given by repeated rotations by a fixed angle through randomly
chosen planes. Rosenthal showed that the random walk on SO(N), after 1/(2(1− cosθ))N logN+ cN
rotations with a fixed angle θ and a constant c, converges rapidly to the Haar measure in total variation
distance. Porod [9, 10] showed that random walks on O(N), U(N), and Sp(N) given by random reflections
converge to Haar measure in the total variation distances and the cutoff phenomena occurs at 1

2N logN steps.
Random circuit sampling is a task to sample bit-strings from a probability distribution defined by

random quantum circuits, and considered a good candidate to demonstrate quantum advantage with
noisy-intermediate scale quantum computers. In 2019, it was implemented on the Sycamore processor with
53 qubits [11] and recently on the Zuchongzhi processor with 56 and 60 qubits [12, 13]. In both quantum
computations, the random circuit was implemented by applying repeatedly, up to 20 and 24 cycles,
randomly-chosen single qubit gates and the two-qubit gate acting on the nearest neighbor qubits. The
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number of cycles plays the same role as the number of times a deck of cards is shuffled or the number of
random rotations on Lie groups. So it is natural to ask the same questions which have been answered for the
card shuffling problem. How many depths of random quantum circuits, i.e. the number of cycles, are needed
to obtain a Haar-measure random unitary operator or to transform an initial quantum state into a pure
random quantum state? Does the cutoff phenomenon occur? What is going on in a system after a steady state
has been reached? Is there any tool to measure the closeness to a steady state in addition to the total variance
distance? In this paper, we present partial answers to these questions using the random circuit implemented
on the Sycamore processor and a time-dependent random Hamiltonian model. The former is considered a
discrete random walk on a unitary group and the latter a continuous random walk called the
Dyson-Brownian motion for eigenvalues of a unitary operator. A pure random quantum state at the steady
state will be analyzed with the Shannon entropy. Instead of the total variation distance ||µk −µHaar||TV
between the probability distribution µk at the kth time step and the Haar measure distribution µHaar, we
employ the Wasserstein distance for the distribution of eigenvalues of a unitary operator.

The paper is organized as follows. In section 2, we will discuss the cutoff phenomenon for random
quantum circuits by calculating the Shannon entropy and the Wasserstein distance. We show that the
Shannon entropy of a random quantum state is invariant under the quantum Fourier transform (QFT). We
discuss the entropic uncertainty relation of random quantum states for the computational basis and the QFT
basis. In section 3, we investigate the cutoff phenomenon of the Dyson-Brownian motion generated by a
time-dependent random Hamiltonian. Finally, in section 4, we will summarize the result and present the
discussion.

2. Cutoff phenomenon for random quantum circuits

Let us begin with the introduction to the random quantum sampling implemented on the Sycamore
quantum processor and on the Zuchongzhi quantum processor [11, 12]. The task is to sample bit-strings
x= a1a2 · · ·an ∈ {0,1}n from the probability p(x) = | ⟨x|U |0⟩⊗n |2 given by a random quantum circuit U
acting on n qubits where |0⟩⊗n

= |01 · · ·0n⟩ is the initial state and |x⟩ ≡ |a1a2 · · ·an⟩ is a computational basis.
The random quantum circuit U implemented on both the Sycamore and Zuchongzhi processors is given by
repeatedly applying random unitary operators Uk and finally the single-qubit gates S before the
measurement

U= SUm · · ·U2U1 , (1)

where each random quantum circuit Uk is composed of single-qubit gates S chosen randomly from the set
{
√
X,

√
Y,
√
W} on all qubits and two-qubit gates on the pair of qubits selected in the sequence of the

coupler activation patterns of a two-dimensional array of qubits. Millions of bit-strings were sampled from
the Sycamore and Zuchongzhi processors. The distributions of bit strings obtained from these noisy
quantum processors are deviated from the ideal distribution. Oh and Kais [14–16] investigated this deviation
using the random matrix theory and the Wasserstein distances.

Equation (1) is considered random walks or random rotations on a unitary group. If the number of
cycles k is large, U(k) ≡ Uk · · ·U1 would approach a random unitary operator UHaar sampled from the Haar
probability measure on a unitary group U(2n). Typically, the convergence to a stationary state is measured by
the total variation distance ||v∗(k) −µHaar||TV where v∗(k) is the distribution of the random walk at step k and
µHaar is the Haar measure [8–10]. For the Sycamore processor, the sub-linear convergence, the depth
proportional to

√
n, was claimed by calculating the average entropy of random quantum states [17].

Emerson et al [18] studied a pseudo-random circuit given by repeated applications of n single-qubit random
gates sampled from the Haar measure on U(2) and simultaneous two-qubit interactions. Moreover, Emerson
et al employed the measure of entanglement for a multipartite system as the measure of the convergence. It
was shown that this random quantum circuit converges to the Haar measure if the circuit depthm is larger
thanmc ≡O(n3N2) with N= 2n. This is larger than the cutoff step kc ≡ 1

2N lnN=O(nN) for random
rotations or random reflections on Lie groups shown by Rosenthal [8] and Porod [9, 10].

Different measures have been used to quantify the convergence to the Haar measure distribution, and
give rise to the different cutoff steps. Here, we employ the Shannon entropy for quantum states and the
Wasserstein distance between the eigenvalue distribution of a random unitary operator sampled from the
Haar measure and those of random quantum circuits. Random unitary matrices drawn from the Haar
measure on a unitary group are called the circular unitary ensemble. The properties of random quantum
states and the eigenvalue distribution of the circular unitary ensemble are well known from the random
matrix theory [19].

Let us first investigate how close a quantum state at the kth step,
∣∣ψ(k)

〉
= R(k) |0⟩= Uk · · ·U1 |0⟩, is to a

random quantum state, a stationary state of random walks on a unitary group. An immediate question is

2
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what a pure random quantum state is and how to generate it. A random pure state can be generated in
several ways, that is, there are several ways of drawing a random unitary operator from the Haar
measure [20–22]. A random unitary operator could be sampled from the Haar measure through the Euler
angle method or the QR decomposition of a complex Gaussian random matrix. Basically, a random
quantum state |ψ⟩=

∑N−1
i=0 ai |i⟩ can be viewed as a random vector on the (2N− 1) sphere and expansion

coefficients ai = xi + iyi are drawn from the normal distributions, i.e. xi,yi ∼N (0,1). The distribution
P= {p1,p2, . . . ,pN−1} of probabilities pi = |ai|2 of a random quantum state obeys the χ2 distribution with 2
degree of freedom [19]

Pr(p) = (N− 1)(1− p)N−2 . (2)

The χ2 distribution for P of pi of random quantum states makes it possible to calculate the average
Shannon entropy. The Shannon entropy for the probability distribution P= {p1,p2, . . . ,pN−1} is

H(P) =H(|ψ⟩) =−
N−1∑
i=0

pi lnpi , (3)

where
∑

i pi = 1 and pi = |ai|2. The Shannon entropy H(|ψ⟩) for a quantum state measures the amount of
uncertainty or the concentration of P= (p0, . . . ,pN−1). The average Shannon entropy over random quantum
states can be calculated with equations (2) and (3) and is given by

⟨H(|ψ⟩)⟩= lnN− 1+ γ , (4)

where γ≈ 0.5772 is the Euler constant and ⟨· · · ⟩ is the average over random quantum states. So the Shannon
entropy of a quantum state could be used as a measure of convergence of random walks on a unitary group.

Note that the Shannon entropy H(|ψ⟩) is defined with respect to a specific basis set {|i⟩}. If the same
quantum state is expanded in terms of another basis set {|k⟩}, |ψ⟩=

∑N−1
k=0 bk |k⟩, its Shannon entropy

H(|ψ⟩) will change. For two orthonormal basis sets, {|i⟩} and {|k⟩}, the entropic uncertainty
relation [24–29] is written as

H(P)+H(Q)⩾−2 ln c (5)

where c=max |⟨i|k⟩|, P= (p0, . . . ,pN−1) with pi = |ai|2, and Q= (q0, . . . ,qN−1) with qk = |bk|2. We consider
the computational basis and the quantum Fourier transformed basis, which are mutually unbiased. The QFT
is the discrete Fourier transform of the amplitude vector (x0,x1, . . . ,xN−1) to another amplitude vector
(y0,y1, . . . ,yN−1), defined by

yk =
1√
N

N−1∑
j=0

ei2π
jk
N xj . (6)

The QFT acting on |ψP⟩ is written as

|ψP⟩=
N−1∑
i=0

xi |i⟩ −→ |ψQ⟩=
N−1∑
k=0

yk |k⟩ . (7)

Figure 1 illustrates the distributions of probabilities pi for two kinds of quantum states in the
computational basis and probabilities qk in the QFT basis. First, consider a uniform superposition of all
possible basis states in the computational basis that is given by |ψ⟩= 1√

N
(|0⟩+ |1⟩+ · · ·+ |N− 1⟩). As

shown in figure 1(a), its pi is distributed uniformly, pi = 1/N with i = 0,1, . . . ,N− 1 and its Shannon
entropy has the maximum value, H(P) = ln(N). The equally-likely distribution among N possible states
implies the largest randomness, and the greatest entropy [30]. However, |ψ⟩ in the QFT basis set is localized
at one site, so its entropy H(Q) is zero, as depicted in figure 1(d). The entropic uncertainty is given by
H(P)+H(Q) = ln(N). Next, consider a random quantum state |ϕ⟩= UHaar |0⟩. Figure 1(b) plots the
distribution of pi of a random quantum state where UHaar is generated by the QR decomposition of an N ×N
complex Gaussian random matrix. The entropy of a random quantum state is approximately given by
H(P) = lnN− 1+ γ ≈ 2.573 for N = 20. Figure 1(e) plots the distribution of qk in the QFT basis.
Interestingly, the entropy H(P) of a random quantum state in the computational basis is almost equal to its
entropy H(Q) in its QFT basis.We observe that the average entropy for all random quantum states in the
computational basis, generated by a random circuit U, is equal to that in the QFT basis. A random quantum
state may have the balanced entropic uncertainty, H(P) =H(Q) = lnN− 1+ γ. It is analogous to a coherent

3
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Figure 1. The distributions of pi for (a) a uniform superposition of all basis states for N= 20, (c) a random quantum state
generated by a random unitary matrix U(N) with N= 20, and (e) a random quantum state of n= 12 qubits (N= 4096)
generated by the cirq file, circuit-n12-m14-s0-e0-pEFGH.py, for random circuit sampling of the Sycamore processor [11,
23]. Plots (b), (d) and (f) are the distributions of pk after the quantum Fourier transforms of (a), (c) and (e), respectively. The red
lines indicate p= 1/N and the Shannon entropy for each state is labeled by H.

state in the sense that the latter has balanced or symmetric minimum uncertainty:∆x=∆p. It may be
interesting to understand why a random quantum state is invariant under the QFT. Figure 1(c) depicts the
distribution of pi for a random quantum state generated by a random quantum circuit implemented on the
Sycamore processor for n= 12 and the cyclesm= 14 [23]. Figure 1(f) plots the distribution of qk in the QFT
basis. One can see that the Shannon entropy of a random quantum state in the computational basis is almost
same as that of its QFT state. Note that the random circuit here is implemented on a classical computer
without any noise. The Shannon entropy in figure 1(e) is close to the theoretical value,
H= lnN− 1+ γ ≈ 7.8949. However, the Sycamore processor is noisy so the Shannon entropy of the
probabilities constructed with bit-strings of the Sycamore processor for n= 12 andm= 14 is H≈ 8.217 and
close to ln(4096)≈ 8.31 [31]. A quantum state evolved by a random circuit on the Sycamore processor is
close to that of a mixed state.

Since a random quantum state is characterized by its Shannon entropy, H(P)≈ lnN− (1− γ), the
Shannon entropy H(

∣∣ψ(k)
〉
) of a quantum state

∣∣ψ(k)
〉
= Uk . . .U1 |0⟩ at the kth step of random walks could

4
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Figure 2. For a random quantum circuit for n= 12 qubits and up tom= 14 cycles [11], (a) Shannon entropy of the average of
quantum states and (b) Wasserstein distance between the eigenvalues of random circuits and the Haar random unitary operator
are plotted as a function of the number of gates applied, i.e. the depth of a quantum circuit.

be used as a convergence measure to see whether the cutoff phenomenon happens. The sub-linear
convergence proportional to

√
n was claimed by calculating the average entropy of quantum states [17]. As

shown in figure 2(a), the Shannon entropy of a quantum state converges to lnN− (1− γ) as the number of
gates increases and remains there. An interesting question is what happens to a quantum state after the
Shannon entropy converges.

The eigenvalue distribution for random unitary operators drawn from the Haar measure is well
known [21], so the distance between the eigenvalue distributions could be used to measure the convergence
of a random walk. We consider the Wasserstein distance defined by

Wp(P,Q) =

(
inf

J∈J(P,Q)

ˆ
||x− y||p dJ(x,y)

)1/p

, (8)

where J (P,Q) denotes all joint distributions J(P,Q). If P and Q are the empirical distributions of a data set
{x1, . . . ,xn} and {y1, . . . ,yn} respectively, then the Wasserstein distance is given by the distance between order
statistics

Wp(P,Q) =

(
n∑

i=1

||x(i) − y(i)||p
)1/p

, (9)

where x(i) is the ith order statistic of a samples, i.e. its ith smallest value. Figure 2(b) plots the Wasserstein
distance of order 1 between the eigenvalue distribution of the circular unitary ensemble and that of a random
quantum circuit as a function of the number of quantum gates applied. The calculation of the Wasserstein
distance supports the cutoff phenomenon for random quantum circuits as the Shannon entropy does.

3. Dyson-Brownianmotions on a unitary group

In section 2, the random walk on the unitary group is implemented by applying the sequence of random
quantum circuits, {U1,U2, . . .}. A random quantum state after the kth step is |ψ⟩= Uk . . .U1 |0⟩. This may
be considered as a discrete process. In this section, we consider a continuous random walk given by a
time-dependent random Hamiltonian to see how quickly a quantum state converges to a random quantum
state. The time evolution operator at t+ δt is given by

U(t+ δt) = ei
δt
h̄ H(t)U(t) (10)

≈

[
1+ i

δt

h̄
H(t)− 1

2

(
δt

h̄

)2

H2(t)

]
U(t) , (11)

where U(0) = I. The time dependent random Hamiltonian H(t) at time t is obtained as follows. We draw a
complex random matrix A whose real and imaginary parts of a matrix element Aij are sampled
independently from the normal distributionN (0,σ2/2N) with the variance σ2/2N. The Hermitian property
of the Hamiltonian H is fulfilled by summing A and its conjugate transpose A†, H= 1

2 (A+A†). H is the
elements of the Gaussian orthogonal ensemble.

The trajectories of eigenvalues of a random unitary operator U are known as the Dyson-Brownian
motions and do not overlap with others. Eigenvalues repel each other. We simulate the time evolution with a

5
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Figure 3. For the Dyson-Brownian random walk, (a) trajectories of eigenvalues of a random unitary operator and (b) the
Shannon entropy H(|ψ⟩) of a quantum state are plotted. Here, we take 20× 20 random Hamiltonian matrices, i.e. N= 20 and
the time step δt= 0.01. In (b) the red dotted horizontal line represents the Shannon entropy of a random quantum state,
lnN− 1+ γ ≈ 2.573 for N= 20.

time-dependent random Hamiltonian for N = 20 and σ= 1 so σ2/2N= 1/2N. For simplicity, we take h̄= 1.
We set the time step δt= 0.01. The eigenvalues of U(t) from equation (11) are obtained by diagonalizing it
and their trajectories as a function of time are plotted in figure 3(a). The time-evolution of the Shannon
entropy of a quantum state |ψ(t)⟩= U(t) |0⟩ is shown in figure 3(b). We observe the non-asymptotic
convergence to lnN− 1+ γ ≈ 2.573 for N = 20. It is interesting to see the eigenvalues and the Shannon
entropy fluctuate after arriving at the steady state. Particularly, the fluctuation in the Shannon entropy in
figure 3(b) is in contrast to no fluctuation in the Shannon entropy for a finite random walk of a random
quantum circuit, shown in figure 2(a).

4. Summary

In this paper, we examined some properties of random quantum states generated by discrete and continuous
random walks on a unitary group. It is found that the Shannon entropy of a random quantum state generated
by random quantum circuits is invariant under the QFT in the sense that the Shannon entropy does not
change before and after applying the QFT. The entropic uncertainty relation of a random quantum state for
the computational basis and the QFT basis is balanced, i.e.H(P) =H(Q). This may remind us of the coherent
state with the balanced minimum uncertainty relation, δx= δp. While it is not clear why the Shannon
entropy of a random quantum state is invariant under the QFT, it may be due to the invariance of Haar
measure. Also, we showed that the cutoff phenomenon for a random quantum circuit occurs by calculating
the Shannon entropy and the Wasserstein distance for the eigenvalue distributions. It is a open question
whether the cutoff of random walks on a unitary group scales with the number of qubits n as sub-linear
O(

√
n) orO(n2n) while the numerical calculations here seem to support the sub-linear scaling of the cutoff.

In addition to the demonstration of quantum advantage, random quantum circuits may be applicable to
solving interesting problems, for example, in randomized linear algebra. The set of random quantum states
|ψi⟩= UHaar |i⟩ with i = 0,1, . . . ,2n − 1 form the orthonormal basis set. The trace of a matrix A could be
calculated using Tr(A)≈ 1

M

∑M
i=1 ⟨ψi|A |ψi⟩ where |ψi⟩ is a random quantum state [31].
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