Abstract: $^{15}$N spin relaxation data have provided a wealth of information on protein dynamics in solution. Standard $R_1, R_2,$ and NOE experiments aimed at $^{15}$N–$^2$H amide moieties are complemented in this work by HA(CACO)N-type experiments allowing the measurement of nitrogen $R_1$ and $R_2$ rates at deuterated $^{15}$N–$^2$H sites. Difference rates obtained using this approach, $R_1(\text{[}^{15}\text{N}=^2\text{H}] - R_1(\text{[}^{15}\text{N}=^1\text{H}])$ and $R_2(\text{[}^{15}\text{N}=^2\text{H}] - R_2(\text{[}^{15}\text{N}=^1\text{H}])$, depend exclusively on dipolar interactions and are insensitive to $^{15}$N CSA and $R_0$ relaxation mechanisms. The methodology has been tested on a sample of peptostreptococcal protein L (63 residues) prepared in 50% H$_2$O–50% D$_2$O solvent. The results from the new and conventional experiments are found to be consistent, with respect to both local backbone dynamics and overall protein tumbling. Combining several data sets permits evaluation of the spectral density $J(\omega_D+\omega_N)$ for each amide site. This spectral density samples a uniquely low frequency (26 MHz at a 500 MHz field) and, therefore, is expected to be highly useful for characterizing nanosecond time scale local motions. The spectral density mapping demonstrates that, in the case of protein L, $J(\omega_D+\omega_N)$ values are compatible with the Lipari–Szabo interpretation of backbone dynamics based on the conventional $^{15}$N relaxation data.

Introduction

Since their inception at the end of the 1980s,$^1$ $^{15}$N $R_1, R_2,$ and $^1$H–$^{15}$N heteronuclear NOE experiments have been the primary source of information on the motilities of proteins in solution. These HSQC-based experiments do not require any special isotope labeling beyond the standard $^{15}$N enrichment and are highly sensitive, simple to set up, and, in general, straightforward to interpret. $^{15}$N spin relaxation studies in the past have been used to delineate the relationship between fast dynamics and protein–protein interactions,$^2$–$^5$ protein–nucleic acid interactions,$^6$–$^10$ ligand binding,$^11$–$^16$ enzyme catalysis,$^17$,$^18$ protein aggregation$^{19}$–$^{21}$ and stability,$^{22}$ properties of folding intermediates,$^{23}$–$^{25}$ and properties of unfolded proteins.$^{26}$–$^{29}$ In addition, the relative orientation of domains in multidomain proteins$^{30}$–$^{32}$ and domain motions$^{33}$,$^{34}$ have also been investigated using $^{15}$N relaxation data.

Despite the strengths of nitrogen relaxation studies, there are certain complexities and limitations that must be considered. For example, the exact values of the nitrogen chemical shift anisotropy $\Delta \sigma_N$ and the proton–nitrogen bond length $L_{15N}$ as well as the site variability of these two parameters, have been the subject of discussion. In addition, $R_2$ data often contain small contributions that may be attributed to microsecond–millisecond chemical exchange. The reliable identification of exchange terms requires additional studies. Furthermore, a number of minor relaxation contributions, such as dipolar relaxation from covalently bonded carbon nuclei, proximal protons, and solvent, as well as relaxation due to the antisymmetric component of nitrogen CSA, can each contribute 1–2% to the measured rate. Inclusion of these minor terms in the interpretation procedure can be tedious and complicated. Finally, $^{15}$N relaxation data do not always provide a good sampling of fast local motions. For instance, they are insensitive to roll-type motion of $\alpha$-helices.

Given the significance of $^{15}$N spin relaxation studies and the limitations described above, it is important to develop alternative experiments to validate the standard approach. With this in mind, we introduce a new relaxation probe—namely, the $^{15}$N spin which is part of a $^{15}$N–D backbone amide group. The substitution of a deuteron for a proton involves a minimum perturbation to the structure and dynamics of the peptide plane. The measurement of $^{15}$N relaxation rates provides information that is complementary to conventional data. Notably, these rates are dependent on the spectral density term $J(\omega_D + \omega_N)$, which, due to the opposite signs of $\omega_D$ and $\omega_N$, samples a very low frequency ($\langle(\omega_D + \omega_N)/2\pi \approx 26$ MHz at a 500 MHz field). It therefore becomes possible to better define the spectral density profile, especially with regard to local dynamics that occur on the intermediate time scale, $\approx 1$ ns.

It is clear that amide protons cannot be used as either the source of magnetization or as the point of detection in $^{15}$N relaxation experiments. Instead, the HA(CACO)$N$ sequence used to begin and ends with $H^a$ magnetization was adapted for these measurements. The new methodology has been tested on the 63-residue B1 immunoglobulin-binding domain of protein L. We demonstrate that the results are broadly consistent with conventional $^{15}$N relaxation experiments and that the new data can be used to estimate the rotational diffusion parameters of the protein to good accuracy. Finally, we present a spectral density mapping procedure to extract $J(\omega_D + \omega_N)$ and show that the spectral density function is well described by a Lorentzian profile, as expected.

**Materials and Methods**

**Sample.** A uniform $^{13}$C-$^{15}$N-labeled sample of protein L was expressed and purified as described elsewhere. The protein was denatured by the application of 3.5 M guanidinium chloride in a solution comprised of 50% H$_2$O–50% D$_2$O, and then refolded and lyophilized. The NMR sample was subsequently prepared using (approximately) 50% H$_2$O–50% D$_2$O solvent so that $^{15}$N–H and $^{15}$N–D relaxation measurements could be performed on the same sample. An alternative approach involving two different samples (one with H$_2$O and the other with D$_2$O as solvents) would effectively improve the sensitivity of the measurements by $\sqrt{2}$. However, differences in viscosities between the two samples would complicate a comparison of the data. The pH of the sample was adjusted to 5.0 (uncorrected for the isotope effect). H–D exchange rates at pH 5.0 and 25 °C do not exceed 0.1 s$^{-1}$ even for solvent-exposed protons, and in what follows we demonstrate that the exchange with solvent does not affect the outcome of our measurements. Sample conditions were 1.8 mM protein, 50 mM phosphate buffer, and 0.05% Na$_3$N. Relaxation data sets were recorded at 600 and 500 MHz using Varian Inova spectrometers equipped with triple-resonance z-axis gradient probes.

**NMR Experiments.** The HA(CACO)$N$-based sequence used for the measurement of $R_1$ and $R_2$ relaxation rates in $^{15}$N($^{1}$H/$^{2}$D) moieties is shown in Figure 1. The magnetization transfer scheme can be outlined as follows:

$$H^a \rightarrow H^a{H}^o{C}^o(b) \rightarrow C^o{C}^o\text{N}^o(c) \rightarrow C^o{N}^o(d, e) \rightarrow C^o{N}^o/C{N}^o_2(\text{relaxation}) \rightarrow C^o{N}^o_2(t) \rightarrow \ldots \rightarrow H^a(\text{detection})$$

where the letters in parentheses placed after the spin operators refer to the points highlighted in the pulse sequence of Figure 1. The magnetization transfer from $C^o{N}^o_2$ back to $H^a$ follows the reverse of the transfer pathway detailed in the scheme of eq 1. In what follows only the elements of the experiment that are distinct from previous HA(CACO)$N$ sequences are described.

Central to the operation of the sequence is the element inserted between points $d$ and $e$ that serves to discriminate between the $^{15}$N($^{1}$H/$^{2}$D) and $^{15}$N($^{2}$D) moieties. After the $^{15}$N $90^\circ$ pulse following point $d$ in the sequence the magnetization of interest is given by $C^o{N}^o_2$. In the case of the $^{15}$N($^{1}$H) group, subsequent evolution during the period $2\tau_2-180^\circ(\text{H})-2\tau_2$, where $2\tau_2 = 1/2J_{\text{HA}}$, and a $180^\circ$ proton pulse is applied in alternate scans (dotted outline in Figure 1). encodes this coherence as $\pm C^o{N}^o_2$. By contrast, in the case of the deuterated amide group the coherence of interest $C^o{N}^o_2$ remains unchanged (note that scalar relaxation of the second kind is suppressed by deuterium decoupling).

Spectra with and without the $^{1}$H 180° pulse between points $d$ and $e$ are recorded in an interleaved manner. The corresponding spectral traces along the F1($\omega_B$) dimension are shown in Figure 2a,b for residue Glu-27. The subtraction and addition of time- or frequency-domain data allows for the separation of $^{15}$N($^{1}$H)/$^{15}$N($^{2}$D) correlations (illustrated in parts c and d, respectively, of Figure 2). Note that the $^{15}$N($^{1}$H) and $^{15}$N($^{2}$D) signals are separated by an isotopic shift of 0.7 ppm. This can be used to establish the absence of exchange with solvent during the relaxation period, as discussed below.

The selection element, $d-e$, is followed in the pulse sequence by a relaxation period shown in Figure 1, insets A and B ($R_1$ and $R_2$ experiments, respectively). Note that in what follows we refer to the relaxation experiments using the notations $R_1$ and $R_2$, although strictly

speaking, the relaxation of two-spin order, \( N_{zx} \) and antiphase coherence, \( N_{xz} \), is what is measured. In the case of the \( R_1 \) measurement, the relaxation period is flanked by 90°-90° elements that improve the spin-lock conditions for off-resonance signals. \(^\text{51,52}\) Proton 180° pulses are applied during the relaxation period to suppress interference from CSA–dipolar cross-correlation. \(^\text{53,54}\) with the number of such pulses, \( 2^n \), proportional to the duration of the relaxation period, but limited to \( 2^n \leq 6 \) to avoid recently described artifacts. \(^\text{55}\) Deuterium 180° pulses were applied in some of the experiments to suppress the buildup of \( N_{zz} \) or \( N_{xz} \) that may arise due to 15 N CSA, 15 N–2 D dipolar cross-correlated relaxation. In practice, however, these pulses are not necessary since the latter coherence decays rapidly due to quadrupolar relaxation of the deuteron, leading to a “self-decoupling” effect. Finally, note that under strong spin-lock conditions the scalar relaxation of the second kind in the 15 N–2 D spin pair is suppressed. \(^\text{56}\)

The quality of water suppression is clearly important in these experiments since correlations of interest can be obscured by the water signal that appears in the middle of the spectrum. Water suppression is achieved by means of gradient and rf inhomogeneity dephasing, including Messerle pulses \(^\text{57}\) and a gradient–90°–gradient element (preceding point \( f \) in the pulse sequence). We have found that still better water suppression can be achieved if the final INEPT transfer step is replaced with a heteronuclear cross-polarization transfer scheme (inset \( C \) in Figure 1) since in this case proton irradiation extends right up to the acquisition period. The scheme of inset \( C \), however, adds 3.5 ms measurement, the relaxation period is flanked by 90°–90° elements that improve the spin-lock conditions for off-resonance signals. \(^\text{51,52}\)

\[ 1^5\text{N}[^1\text{H}] \] \[ 1^5\text{N}[^2\text{D}] \]

\[ (a) \]

\[ (b) \]

\[ (c) \]

\[ (d) \]

Figure 2. \( F_1(\delta_N) \) traces through the peaks from Glu-27 (proton shift 3.75 ppm, corresponding to \(^1\text{H} \) of the preceding residue; nitrogen shifts 118.2 and 117.5 ppm, corresponding to \(^{15}\text{N}[^1\text{H}] \) and \(^{15}\text{N}[^2\text{D}] \), respectively) extracted from HA(CACO)N[\(^1\text{H}/^2\text{D}\)] spectra in the \( R_1 \) experiment. Traces a and b are from data sets recorded without and with the \(^1\text{H} \) proton inversion pulse between points d and e in Figure 1, respectively. Traces c and d are generated by subtraction and addition of the original spectra.


to the duration of the sequence and causes a ca. 25% drop in the sensitivity of the experiment in the case of protein L.

As described for other experiments, sample heating can be an issue when a substantial amount of rf power is deposited into the system. We have investigated the degree of sample heating in our measurements using the temperature dependence of the amide 15N chemical shifts. Sample temperature has been determined as a function of the duration of the relaxation period, 4nT. Increases in temperature of up to 0.2 and 1.0 °C were registered in R1 and R2p experiments, respectively. Simulations establish that differential heating effects of this magnitude introduce a near-constant bias of ~2% in the determined R2p rates. This problem can be alleviated by using longer recycling delays or by implementing a heating-compensation scheme.36

It is important to point out that both R1 and R2p experiments described above can be compromised if during the relaxation period 15N[1H] is converted into 15N[2D] (and vice versa) due to exchange with solvent. In this case measured relaxation rates represent weighted averages between the “pure” rates from the 15N[1H] and 15N[2D] isotopomers. To determine whether such a situation is present in the case of protein L (pH 5), let us first consider what would be the effect of 15N[1H]−15N[2D] interconversion on the spectral traces shown in Figure 2.

In the case of Figure 2a, solvent exchange leads to a transfer of positive intensity from the 15N[1H] line to the 15N[2D] line. In contrast, when the 15N[1H] line is inverted, Figure 2b, the transferred magnetization is negative. The result is that the subtraction of the two traces, Figure 2a,b, fails to completely eliminate the 15N[2D] signal. Thus, if solvent exchange were a factor, we would expect to see a residual signal at the 15N[2D] position in the trace of Figure 2c (likewise, a residual 15N[1H] signal would appear in Figure 2d). In fact, no such signals are observed (see Figure 2c,d), even for the longest relaxation delays (0.8 s in R1 measurements). This clearly indicates that any effects from exchange with solvent are below the noise level in the current set of experiments.

**Pulse Sequence Details.** Figure 1 shows the pulse sequences for measuring longitudinal R1(C′N[1H/2D]) (A) and transverse R1(C′N[1H/2D]) (B) relaxation rates. All narrow (wide) pulses (irrespective of height) are applied with a flip angle of 90° (58°) along the x-axis unless indicated otherwise. The 1H rf carrier is set at 4.77 ppm. 1H pulses are applied with an rf field strength of 51 kHz (600 MHz), with the exception of the two consecutive water purge pulses37 (open rectangles, durations of 6.0 and 3.7 ms) that use a field of 12.4 kHz and 1H WALTZ-16 decoupling, which employs a field of 6.5 kHz. The 180° rectangular 1H pulse between points d and e (dotted outline) is executed in alternate scans. The 13C rf carrier is originally positioned at 58 ppm, at point c jumped to 176 ppm, and at point f returned to 58 ppm. 13C pulses applied during the first and last INEPT elements use a 16 kHz field, while the remaining rectangular 13C 90° (180°) pulses are applied with a field strength of Δν/15 (Δν/3), where Δ is the frequency offset (Hz) between the 13C0 and 13C spectral regions (118 ppm). The shaped 13C pulse in the center of the t1 period has the WURST profile59 (maximum field strength of 11.4 kHz, duration of 400 μs, centered at 116 ppm; the pulse is shown on all three 13C channels to indicate its broad-band character). The 13C0 pulses (filled shapes) are of the I-BURP2 variety60 (at 600 MHz: maximum field strength 3.25 kHz, duration 1.54 ms, excitation bandwidth 17 ppm, centered at 30 ppm). 13C0 decoupling during acquisition is accomplished by a WALTZ-16 sequence with a 2.3 kHz field strength. The pulses marked with “BS” compensate for Bloch–Siegent shifts.25 All 13C pulses are applied with the rf carrier at 119 ppm and a 6.3 kHz rf field. The strength of the spin-lock field (inset B) is 1.7 kHz. The 1H rf carrier is set at 8.3 ppm; deuterium pulses and WALTZ-16 decoupling are applied with field strengths of 2.3 and 0.74 kHz, respectively. The delays used are τ1 = τ2 = 1.8 ms, τ3 = 4 ms, τ4 = 12 ms, τ5 = 2.7 ms, and δ = 40 μs (see ref 51 for calculation of δ). The phase cycle employed in the R1 experiment is φ1 = 2x, 2(−x), φ2 = 8x, 8(−x), φ3 = 4x, 4(−x), rec = (x, −x, −x, x), 2(−x, x, x, x), x, −x, −x, x); whereas in the R2p experiment the phase cycle employed is φ1 = 2x, 2(−x), φ2 = x, φ3 = 4x, 4(−x), φ4 = 8x, 8(−x), φ5 = (y, −y), rec = (x, −x, −x, x), 2(−x, x, x, x), (x, −x, −x, x). Quadrature detection in the R1 experiment was achieved by States-TPPI62 of φ1. The strengths and durations of the gradients are (g1) 0.5 ms, 8 G/cm, (g2) 0.2 ms, 4 G/cm, (g3) 1 ms, 15 G/cm, (g4) 0.4 ms, 12 G/cm, (g5) 0.6 ms, 14 G/cm, (g6) 0.3 ms, 10 G/cm, (g7) 0.25 ms, 30 G/cm, (g8) 0.3 ms, 16 G/cm, (g9) 3.5 ms, 20 G/cm, (g10) 2 ms, 20 G/cm, (g11) 0.3 ms, 12 G/cm, and (g12) 0.2 ms, 10 G/cm. Inset C shows the heteronuclear cross-polarization scheme (DIPSI-3, 7.8 kHz 1H and 13C fields, duration 7 ms) for transferring magnetization from 13C0 to 1H0. This element replaces the main scheme starting from point g.

**NMR Data.** 1H−15N planes from R1(C′N[1H]) and R2p(C′N[1H/2D]) measurements (duration of relaxation period 2 ms) are shown in parts a and b, respectively, of Figure 3. The data were recorded in an interleaved manner, as described above, in a total time of 3 h and 40 min, 600 MHz, 26.7 °C. Data sets were collected as 128 × 154 complex matrices with acquisition times of 71 and 64 ms in t1 and t2. The FID corresponding to the first t1 increment in each data set was multiplied by a factor of 1.5 since the starting t1 value was set to one dwell time.63 The phase corrections in the indirect dimension were (~180°, 360°). Spectra were processed using nmrPipe64 with a first-order polynomial filter for water suppression.

---


$^{1}H-^{15}N$ correlation maps are remarkably free of overlap (by contrast, four pairs of heavily overlapped peaks are noted in the standard $^{1}H-^{15}N$ HSQC map). At 600 MHz, relaxation rates were obtained for 56 residues out of 63. Missing are all residues following glycines (4), residues giving rise to very weak peaks (2), and one residue for which the $^{1}H$ assignment was not confirmed (1). The nine peaks within ±0.1 ppm of the water signal were all selected for analysis. For these peaks, however, the average $R_1$ and $R_{1p}$ error was 5.1%, compared to 2.1% for the rest of the peaks (the errors were derived from Monte Carlo analyses implemented in the exponential fitting routine). The level of water suppression obtained in data sets recorded at 500 MHz was inferior to that at 600 MHz, and as a consequence, only 50 residues were selected for analysis; specifically, the six peaks falling within ±0.1 ppm of the water line were not used.

Of interest, the signal-to-noise ratio in $^{1}H-^{15}N[^2D]$ spectra is 90% of that in the corresponding $^{1}H-^{15}N[^1H]$ data sets (compare, for example, parts c and d of Figure 2). This observation is somewhat unexpected. Considering the slight preference of amide groups for deuterium and taking into account relaxation losses (protonated amides experience higher losses, especially during the period d–e in the pulse sequence), one expects this ratio to be on the order of 1.15. It is clear that the composition of the solvent slightly deviates from a 50:50 mixture of H$_2$O and D$_2$O. The intensities observed in the spectra are consistent with a 56:44 composition. Indeed, a small excess of protons over deuterons in the solvent was confirmed by electron-impact mass spectrometry.

Conventional $^{15}N$ $R_1$, $R_{1p}$, steady-state NOE experiments (referred to in what follows as $R_1(N[^1H])$, $R_{1p}(N[^1H])$, and NOE(N,N$_{H}$)) were recorded using the sensitivity-enhanced sequences of Farrow et al.66 The schemes of Figure 1 are about 5 times less sensitive than these conventional (sensitivity-enhanced) experiments, recorded with identical acquisition times, and therefore, their use is restricted to applications involving sensitive samples.

All spectra were processed using the nonlinear spectral line shape fitting procedure nlinLS from the nmrPipe software package.64 The decay curves obtained from the peak volumes were fitted to a single exponential; the quality of the fits for “typical” residues is illustrated in Figure 4 (the choice of the three typical residues is explained later). The decay curves from all experiments and for all residues, except the terminal residue Glu-2, were well fit to a single exponential. In the case of Glu-2, the decay curves were strongly biexponential; this residue was therefore excluded from all further analyses.

$R_1(N[^1H])$ and $R_{1p}(N[^1H])$ rates were compared with values measured independently using HNCO-based relaxation experiments67 (this is obviously possible only for protonated and not for deuterated amide groups). In the case of $R_1$ rates, the standard rms deviation between the two independent data sets is 3.8%, with a mean deviation of 0.4%. In the case of $R_{1p}$, the standard rms deviation is 5.5%, with a mean deviation of 5.4%, suggesting the presence of a subtle bias. The origin of this bias remains unclear. It is likely, however, that this bias equally affects $R_1(N[^1H])$ and $R_{1p}(N[^1H/2D])$ data (this would be the case, for example, if it is caused by hardware limitations68). If this is the case, then the bias will be eliminated by evaluating the difference $R_1(N[^1H]) - R_{1p}(N[^1H/2D])$. This is the differential relaxation rate that is used in the analysis below.

**Results and Discussion**

**Relaxation Rates.** Figure 5 shows the measured $R_1(C_N[^1H])$, $R_1(C_N[^2D])$, $R_{1p}(C_N[^1H])$, and $R_{1p}(C_N[^2D])$ rates as a function of residue number in protein L. The variations in the measured rates reflect anisotropic tumbling of the protein and variations in the local order parameters $S^2$. The data generally follow the same pattern for protonated and deuterated amides (filled and empty symbols, respectively). This is not surprising since these two data sets are (essentially) different only with regard to $^{15}N-^{1H}/^{15}N-^{2D}$ dipolar interactions. Furthermore, $^{15}N-^{1H}$ and $^{15}N-^{2D}$ vectors sense anisotropic tumbling and local fluctuations in a similar manner.

The direct interpretation of $C_N$ and $C_N$ relaxation rates in terms of dynamics parameters is feasible, but not appealing. The sizable relaxation contribution from the carbonyl CSA mechanism introduces an additional degree of uncertainty in comparison to traditional $^{15}N$ relaxation studies.65,69 Furthermore, the carbonyl spin may well sample local dynamics

---

differently from the nitrogen spin.\textsuperscript{69} Therefore, we choose to consider the differences between the rates measured in the protonated and deuterated groups.

By evaluating $R_1(C^2_N[\text{1}^1H]) - R_1(C^2_N[\text{1}^3D])$ and $R_2(C^2_N[\text{1}^1H]) - R_2(C^2_N[\text{1}^3D])$, a number of relaxation contributions are eliminated. In particular, carbonyl and nitrogen CSA contributions, chemical exchange ($R_{\text{ex}}$), and minor terms arising from dipolar interactions involving either external protons or adjacent carbons are subtracted out. In addition, experimental artifacts that affect both $C^2_N[\text{1}^1H]$ and $C^2_N[\text{1}^3D]$ (or $C^2_N[\text{1}^1H]$ and $C^2_N[\text{1}^3D]$) data in the same way can be removed in this manner, as commented in the previous section.

The difference in relaxation rates measured for the $^{15}N-^{1}H$ and $^{15}N-^{2}H$ spin pairs can be accounted for, to excellent approximation, by the difference in the respective dipolar interactions:

$$R_1(C^2_N[\text{1}^1H]) - R_1(C^2_N[\text{1}^3D]) = \frac{1}{12} \left( \frac{\mu_0}{4\pi} \right)^2 \frac{\gamma^2_y}{\gamma^2_N} \left[ J(\omega_H - \omega_N) + 3J(\omega_N) + 6J(\omega_H + \omega_N) \right]$$

$$R_2(C^2_N[\text{1}^1H]) - R_2(C^2_N[\text{1}^3D]) = \frac{1}{24} \left( \frac{\mu_0}{4\pi} \right)^2 \frac{\gamma^2_y}{\gamma^2_N} \left( \frac{\gamma^2_N}{\gamma^2_D} \right) \left[ J(0) + J(\omega_H - \omega_N) + 3J(\omega_N) + 6J(\omega_H + \omega_N) \right]$$

The symbols used in eq 2 are standard,\textsuperscript{66} with the spectral densities defined such that in the limit of an isotropically tumbling rigid molecule $J(\omega) = (1/5)\tau_0(1 + \omega^2\tau_0^2)$.

In eq 2, pairs of different relaxation parameters, $R_1(C^2_N[\text{1}^1H])$ and $R_1(C^2_N[\text{1}^3D])$, $R_2(C^2_N[\text{1}^1H])$ and $R_2(C^2_N[\text{1}^3D])$, are combined with the aim of simplifying the interpretation of the data. Such an approach has been extensively used in the past,\textsuperscript{70–73} with perhaps the most important example being the spectral density mapping methodology of Peng and Wagner.\textsuperscript{74} In our case, combining the two measured rates leads to a dramatic simplification of the analysis as demonstrated by eq 2: the expression is limited to a pair of simple dipolar terms. Furthermore, these two dipolar terms refer to the same nitrogen–hydrogen bond vector so that essentially no additional spectroscopic, structural, or dynamic parameters are involved when the combination in eq 2 is formed. It should be noted, however, that, in addition to the leading contribution given by eq 2, the differences $R_1(C^2_N[\text{1}^1H]) - R_1(C^2_N[\text{1}^3D])$ and $R_2(C^2_N[\text{1}^1H]) - R_2(C^2_N[\text{1}^3D])$ include a small term arising from $^{13}C-^{1}H$ and $^{13}C-^{2}H$ dipolar interactions. The expression for this extra term can be obtained by a trivial substitution in eq 2a where N is replaced by C; this term is identical for $R_1(C^2_N[\text{1}^1H]) - R_1(C^2_N[\text{1}^3D])$ and $R_2(C^2_N[\text{1}^1H]) - R_2(C^2_N[\text{1}^3D])$ rates. In the case of protein L, this correction adds 2.9% and 0.7% to the rates listed in eqs 2a and 2b, respectively. In subsequent analyses, these small terms are rigorously taken into account, including the effect of anisotropic tumbling on each $C^{\text{â–}}-^{1}H$ vector.

Certain assumptions are necessary for the interpretation of relaxation rates, eq 2, in terms of dynamics. First, we assume that the local dynamics of the peptide plane does not change when an amide proton is substituted by a deuteron. Given that the increment in mass is small, this seems reasonable. Second, we assume that $\tau_{\text{NH}} = \tau_{\text{ND}}$. In fact, deuteration leads to a slight reduction in the effective length of the bond. For example, $r_{\text{CD}}$ is ca. 0.005 Å shorter than $r_{\text{CH}}$.\textsuperscript{55} While the data on amides are not available, the relatively small size of the $^{13}N[\text{H}^2D]$ isotropic shift, 0.7 ppm, suggests that the reduction in bond length is similarly small (see, for example, ref 76). A study of proton/
deuteron vibrational states involving both stretching and wagging modes is currently under way.

It is important to note that, contrary to what one may expect, the deuteron is not a “silent” nucleus in these new relaxation experiments. It is indeed the sensitive monitor of the local environment. Nevertheless, while the deuteron is a very useful probe through its sensitivity to local dipolar and chemical shift anisotropy effects, it is not the unique, universal, and unique probe. It is important to note that, contrary to what one may expect, the deuteron is not a “silent” nucleus in these new relaxation experiments. It is indeed the sensitive monitor of the local environment. Nevertheless, while the deuteron is a very useful probe through its sensitivity to local dipolar and chemical shift anisotropy effects, it is not the unique, universal, and unique probe.

Protein Tumbling. The ratio of 15N relaxation rates $R_{2}(\text{N})/R_{1}(\text{H})$ has been widely used to characterize overall tumbling of proteins. We have carried out an $R_{2}/R_{1}$ analysis using an optimization program written in-house. Combined data from conventional 15N measurements at 500 and 600 MHz were employed. $\text{H}^{+}$-$\text{N}$ dipolar and 15N CSA interactions were taken into account in the treatment, with a value of $172$ ppm used for the nitrogen CSA. A single residue, Glu-3, displaying a negative $R_{2}(\text{N})$ value of $15\%$ of the $R_{1}(\text{H})$ ratio was used, excluding the negative 15N value. The error in the output parameters was evaluated by means of a jackknife procedure discarding at random 20% of the input data.

The relaxation data are best fit to a model which assumes axially symmetric anisotropic diffusion (a more complex treatment involving a fully anisotropic diffusion tensor is not warranted). The following values were obtained for the components of the diffusion tensor: $D_{\text{ax}} = (3.73 \pm 0.01) \times 10^{7}$ s$^{-1}$, $D_{\text{xy}} = 1.44 \pm 0.02$. These results are very similar to those obtained using the program R2RI-diffusion, with the 500 and 600 MHz data sets analyzed separately. Previously, $D_{\text{ax}}$ and $D_{\text{xy}}$ values of $4.11 \times 10^{7}$ s$^{-1}$ and $1.43$ were reported for protein L solved in a 15N-O mixed solvent. The difference between the two $D_{\text{ax}}$ values is in line with expectations considering the increased viscosity of solvent containing a higher proportion of 15N.

It is also possible to obtain diffusion parameters from the relaxation rates that are measured in the present set of experiments. We have used the ratio $\{R_{2}(\text{C}^{\text{N}}_{\text{H}}) - R_{2}(\text{C}^{\text{N}}_{\text{D}})\}/\{R_{1}(\text{C}^{\text{N}}_{\text{H}}) - R_{1}(\text{C}^{\text{N}}_{\text{D}})\}$ to determine the diffusion tensor. The same algorithm was used as for conventional 15N relaxation data; the calculations were based on eq 2 supplemented with Woessner’s formula for $J(\omega)$ for axially symmetric rotational diffusion. Diffusion parameters $D_{\text{ax}} = (3.83 \pm 0.02) \times 10^{7}$ s$^{-1}$ and $D_{\text{xy}} = 1.52 \pm 0.03$ were obtained when data from both 500 and 600 MHz were combined; values of $(3.79 \pm 0.02) \times 10^{7}$ s$^{-1}$ and $1.48 \pm 0.04$ were calculated when only 600 MHz data were used. These values are in close agreement with those obtained using the conventional $R_{2}/R_{1}$ ratios (the slight differences in $D_{\text{ax}}$ values are consistent with a small amount of sample heating in our measurements). Furthermore, the long axis of the diffusion tensor determined in this analysis is within 9 ± 3° of the axis found using the conventional approach.

It is worth mentioning that the above analyses included a number of minor relaxation contributions that were discussed in the previous section. In particular, in the case of $\{R_{2}(\text{C}^{\text{N}}_{\text{H}}) - R_{2}(\text{C}^{\text{N}}_{\text{D}})\}/\{R_{1}(\text{C}^{\text{N}}_{\text{H}}) - R_{1}(\text{C}^{\text{N}}_{\text{D}})\}$, the small difference terms associated with the $1\text{C}^{\text{N}}_{\text{H}}/1\text{C}^{\text{N}}_{\text{D}}$ interactions have been included. For the $R_{2}(\text{N})/R_{1}(\text{H})$ ratio we have considered contributions from dipolar interactions of 15N with 13C, 13C, and external $\text{H}$ spins (in principle, other minor terms might also be present). In all cases these additional effects are essentially inconsequential: they are responsible for a ca. 1% change in $D_{\text{ax}}$ and vanishingly small changes in the orientation of the long axis.

The good agreement between diffusion parameters obtained using the two methods described above (i) provides confidence in the new methodology and (ii) confirms the already known fact that the traditional $R_{2}/R_{1}$ analysis is robust, despite the assumptions concerning CSA values, potential $R_{\text{ax}}$ contributions, and minor relaxation terms. These assumptions are, of course, avoided in the 15N-$\text{H}^{+}/15\text{N}-\text{D}$ relaxation difference method, although at the expense of lower sensitivity (see above). On the other hand, the new method remains sensitive to a possible effect of intermediate time scale (~1 ns) internal motions on the analysis of overall tumbling.

Local Dynamics. In the preceding section we verified that $R_{2}(\text{N})/R_{1}(\text{H})$, $R_{2}(\text{N})/R_{1}(\text{H})$, and $R_{2}(\text{C}^{\text{N}}_{\text{H}})$ rates provide a consistent picture of overall tumbling for protein L. In the present section we demonstrate that there is also good agreement with respect to local dynamics. This can be established in a number of ways. In particular, for each individual residue the experimentally determined differences $R_{2}(\text{C}^{\text{N}}_{\text{H}}) - R_{2}(\text{C}^{\text{N}}_{\text{D}})$ and $R_{2}(\text{N})/R_{1}(\text{H})$ can be used to extract the order parameter and local correlation time, $S^{2}$ and $\tau_{c}$, using the Lipari–Szabo model. (Note that $R_{\text{ax}}$ contributions are absent from the difference in transverse rates above). Here we adopt a somewhat different approach. Specifically, we use $S^{2}$ and $\tau_{c}$ obtained from conventional data to back-calculate the new rates. The following three-step algorithm is used for this purpose.

(i) The overall diffusion tensor is determined from $R_{2}(\text{N})/R_{1}(\text{H})$, as described above.

(ii) $R_{2}(\text{N})/R_{1}(\text{H})$, NOE(N,H) data are used to extract $S^{2}$, $\tau_{c}$, and $R_{\text{ax}}$ on a per-residue basis, with data from 500 and 600 MHz fitted simultaneously using the rotational diffusion parameters determined in step i. Overall, the procedure is similar to that used in the program Modelfree by Palmer and
co-workers.\(^{83}\) The calculation of relaxation parameters in this procedure uses Woessner’s expression for a spectral density function that is appropriate for axially symmetric rotation and accounts for local dynamics via the Lipari–Szabo model.\(^ {85}\) Although combining anisotropic tumbling with the Lipari–Szabo model is not rigorous,\(^ {86}\) this approach has been shown to be perfectly reasonable for most biomolecular applications.\(^ {85}\) The analysis takes into account the \(^{15}\)N CSA interaction,\(^ {15}\)N dipolar interactions with \(^{1}\)H and other proximal protons (as determined from the X-ray structure of protein \(L\)) and interactions with the adjacent \(^{13}\)C\(^{\alpha}\) and \(^{13}\)C carbons. In addition, exchange terms have been included in the \(R_{2}(N_{\text{H}})\) rates, assuming that \(R_{ex}\) scales with the square of the magnetic field \(B_0\) (this assumption seems reasonable since only small exchange terms associated with microsecond time-scale motion are possibly present in protein \(L\)). The inclusion of minor relaxation channels at this stage of the analysis is important (see below).

(ii) The rotational diffusion parameters determined in step i together with \(S^2\) and \(\tau_z\) values computed on a per-residue basis in step ii are used to calculate \(R_1(CN_{[1]H}) - R_1(CN_{[2]D})\) and \(R_2(CN_{[1]H}) - R_2(CN_{[2]D})\). The calculations are based on eq 2, using the form of \(J(\omega)\) described above. In addition to the dominant terms listed in eq 2, the small contributions from \(^{13}\)C\(^{\alpha}\)–\(^{1}\)H\(^{\perp}\)/\(^{13}\)C\(^{\alpha}\)–\(^{2}\)D\(^{\perp}\) interactions are also included in the calculated rates.

The values of \(R_1(CN_{[1]H}) - R_1(CN_{[2]D})\) and \(R_2(CN_{[1]H}) - R_2(CN_{[2]D})\) calculated in this manner are subsequently compared with the experimental results, Figure 6. Both 500 and 600 MHz data sets are included in the comparison, and no residues are omitted. The plots show a fairly good degree of correlation, with the scatter reflecting mainly the limited signal-to-noise ratio of the new experiments. Note that random errors increase when the differences between two experimentally determined rates, \(R_1(CN_{[1]H}) - R_1(CN_{[2]D})\) and \(R_2(CN_{[1]H}) - R_2(CN_{[2]D})\), are evaluated. The worst outliers from each data set are shown in the figure together with their respective error bars (the errors are derived as part of the exponential fitting of the experimental relaxation curves; in our past experience, the errors obtained in this manner are somewhat underestimated). As expected, the scatter is more pronounced in the 500 MHz data (circles), reflecting the decreased signal-to-noise ratio relative to that of data recorded at 600 MHz. Among the 600 MHz data (squares), most of the outliers correspond to peaks that fall within ±0.1 ppm of the water resonance and are, therefore, somewhat compromised by the residual water signal (filled squares). However, a certain fraction of the scatter is likely due to a meaningful difference between the experimental and calculated rates. These differences reflect the uncertainties intrinsic to the analysis of conventional \(R_1\), \(R_2\), NOE data that are associated, for example, with nitrogen CSA and \(R_{ex}\) contributions.

The spread of the points in the graph of longitudinal relaxation rates, Figure 6a, is mainly due to the dependence on the static magnetic field, while in the case of transverse rates, Figure 6b, the spread mainly reflects the anisotropy of tumbling, \(D_0/D_{90} = 1.44\). Both these features are predicted by eq 2 for a protein tumbling with \(\tau_0 = 1/(6D_{90}) = 4.47\) ns. The straight lines drawn in Figure 6 are obtained from least-squares fits of all points (i.e., 500 and 600 MHz data) to the equation \(y = ax + b\), with slope a equal to 0.98 and 0.97 in Figures 6a and 6b, respectively. Of interest, when the minor dipolar relaxation mechanisms are not included in the analysis of the conventional relaxation data, step ii, the order parameters are overestimated and, consequently, slopes of 0.92 and 0.91 are obtained for the correlations in Figure 6. In general, if a comparison between different types of relaxation data is intended, an effort should be made to account for all relaxation channels.\(^ {69}\)

Including additional relaxation mechanisms in step ii above (such as, for example, contributions from the antisymmetric component of the CSA tensor and relaxation from solvent) would lead to an increase in the slopes from 0.97–0.98 toward 1.00. A similar effect would be obtained if a slightly shorter value of the bond length \(r_{\text{ND}}\) was used in step iii. However, the magnitude of these additional corrections remains uncertain, and in any event, we do not feel that the precision of our data justifies their inclusion. Finally, noting that the \(R_2(CN_{[1]H/2D})\) measurements deposit more heat to the sample than the conventional experiments, we have repeated the analysis above using a value of \(D_{\text{iso}} = 3.83 \times 10^7\) s\(^{-1}\) in steps ii and iii (see the previous section), which resulted in a slope of 0.99 in Figure 6b.

**Spectral Density Mapping.** In the previous two sections it has been demonstrated that the new relaxation rates \(R_1(CN_{[1]H/2D})\) and \(R_2(CN_{[1]H/2D})\) are compatible with the results of the standard \(^{15}\)N experiments, \(R_1(N_{\text{H}})\), \(R_2(N_{\text{H}})\), and NOE\((N_{\text{H}})\). We now combine the data from the new and conventional experiments with the aim to sample the spectral density function at frequencies below those that are available from conventional \(^{15}\)N experiments alone. In what follows we will use a spectral density mapping procedure\(^ {74}\) which allows the extraction of \(J(\omega)\) values at characteristic frequencies without resorting to any assumptions about the nature of the motion. In particular, spectral densities evaluated at low frequencies \(\omega\) can be essential for characterizing local motions on a nanosecond time scale (typical for flexible backbone fragments and for side chains).\(^ {82,87–89}\)

Equation 2a contains a pair of terms that are unique to the new experiments considered here, \(6[(\omega_{\text{H}} + \omega_{\text{N}})\) and


\(J(\omega_D - \omega_N)\). Of note, due to the negative gyromagnetic ratio of nitrogen, the term \(6J(\omega_D + \omega_N)\) samples a very low frequency (equal to almost exactly half of \(\omega_N\)). Calculations described in the previous section establish that for protein L \(J(\omega_D - \omega_N)\) is, on average, less than 2% of \(6J(\omega_D + \omega_N)\) and can, therefore, be neglected. Since other spectral densities, \(J(\omega_H \pm \omega_N)\) and \(J(\omega_{HN})\), can be evaluated from the analysis of conventional \(^{15}\)N relaxation data, the value of \(6J(\omega_D + \omega_N)\) can be obtained directly from the experimentally measured difference \(R_2(^{15}\text{N}[\text{H}]) - R_2(^{15}\text{N}[\text{D}])\).

To arrive at values for \(J(\omega_H \pm \omega_N)\) and \(J(\omega_{HN})\), spectral density mapping was performed using a data set comprised of \(R_2(^{15}\text{N}[\text{H}]), R_2(^{15}\text{N}[\text{D}]),\) and NOE(\(^{15}\text{N},\text{H}\)) values measured at two fields (six pieces of data) and assuming that \(J(\omega_H \pm \omega_N) = J(\omega_{HN})\). More sophisticated approaches where linear combinations involving \(J(\omega_H \pm \omega_N)\) and \(J(\omega_{HN})\) were replaced with \(J(\omega_{HN})\) with specially adjusted coefficients did not lead to any improvements in data fitting.) Values for \(J(\omega_H)\) and \(J(\omega_{HN})\) evaluated at \(\omega_H/2\pi = 50\) and 60 MHz and \(\omega_{HN}/2\pi = 500\) and 600 MHz, in addition to \(J(0)\) (total of five values), have been obtained by means of a standard procedure. Using the values for \(J(\omega_{HN})\) and \(J(\omega_{HN})\) extracted in this manner and the experimental value for \(R_2(^{15}\text{N}[\text{H}]) - R_2(^{15}\text{N}[\text{D}]),\) the spectral density of interest, \(J(\omega_H + \omega_N),\) was calculated according to eq 2a. (Note that in this approach the determined values of \(J(\omega_H + \omega_N)\) are affected by the same uncertainties that influence conventional \(^{15}\)N relaxation analyses—for example, CSA variability and \(R_{ex}\).)

The results for three typical residues are shown in Figure 7 (the choice of residues is described below). The filled diamonds in the plot correspond to the five spectral densities derived by means of the reduced spectral density mapping procedure using the conventional \(^{15}\)N relaxation rates (see above). These five points were fitted using the Lipari–Szabo “model-free” spectral density \(J_{LS}(\omega) = (1/5)(S^2/(1 + \omega^2\tau_2^2)) + (1 - S^2)(\tau_0/(1 + \omega^2\tau^2),\) where \(\tau_0, S^2,\) and \(\tau_0\) are fitting parameters and \(\tau_0 = 1/(\tau_2^{-1} + \tau^{-1}).\) The resulting best-fit curves are shown in Figure 7. Shown in the same graph are the new spectral densities \(J(\omega_H + \omega_N)\) derived as described above (open circles and squares, corresponding to 500 and 600 MHz data, respectively). Errors indicated in Figure 7 for \(J(\omega_H + \omega_N)\) reflect only the uncertainties in the measurement of \(R_2(^{15}\text{N}[\text{H}]/\text{D})\) (same as in Figure 6a) and ignore uncertainties associated with the spectral density mapping procedure and subsequent subtraction of the spectral densities.

One of the goals of this work has been to use the extracted values of \(J(\omega_H + \omega_N)\) as a “check” of the motional model, i.e., in this case the Lipari–Szabo model. The deviation between experimentally determined values of \(J(\omega_H + \omega_N)\) (open symbols in Figure 7) and values predicted using the Lipari–Szabo spectral density (continuous curves in Figure 7) have been calculated according to \(\chi_L^2 = \sum_{(500,600)}(J(\omega_H + \omega_N) - J_{LS}(\omega_H + \omega_N))^2\). All residues in the protein were subsequently sorted according to the magnitude of \(\chi_L^2,\) and three residues, Glu-27, Lys-41, and Gly-45, were selected precisely from the middle of the sorted list. These residues, therefore, illustrate the typical level of agreement between the experimentally determined values of \(J(\omega_H + \omega_N)\) and the Lipari–Szabo curve.

In general, the newly obtained spectral densities are consistent with Lipari–Szabo profiles that are based on \(J(0), J(\omega_{HN}),\) and \(J(\omega_H),\) Figure 7. The deviations observed in the graphs appear to be random in character and are largely due to the error propagation in the mapping procedure, as described above. Note that the pair of points at frequencies of 26.1 and 31.3 MHz (\(\omega_H/2\pi = 500\) and 600 MHz) greatly improves the sampling of the spectral density profile in its most informative part. In principle, as a next step, the difference \(R_2(^{15}\text{N}[\text{H}]) - R_2(^{15}\text{N}[\text{D}])\) can be used to extract \(J(\omega_H),\) eq 2b. However, because this term is small in comparison to \(J(0),\) we anticipate that the error propagation problem will become severe in such calculations. In any event, \(J(\omega_H)\) lies in a region of the spectral density curve that is sufficiently well defined by conventional \(^{15}\text{N}[\text{H}]\) data measured at multiple fields and is, therefore, less interesting than \(J(\omega_H + \omega_N)\).

Conclusion

A \(^{15}\text{N}[\text{D}]\) relaxation probe of protein backbone dynamics has been introduced in this work. The new experiments complement the more conventional \(^{15}\text{N}[\text{H}]\) measurements and provide access to the spectral density \(J(\omega_H + \omega_N),\) which is particularly sensitive to lower-frequency motions.

The combinations \(R_2(^{15}\text{N}[\text{H}]) - R_2(^{15}\text{N}[\text{D}])\) and \(R_2(^{15}\text{N}[\text{H}]) - R_2(^{15}\text{N}[\text{D}])\) derived from the new measurements are “clean” as they depend only on dipolar relaxation...
terms and are free from uncertainties associated with CSA contributions, $R_{cs}$, and a number of minor relaxation contributions. In this sense, the new experiments may provide an opportunity to measure very accurate absolute values of the order parameters $S^2$, as long as sensitivity is not limiting. While in most situations it is the relative variations of $S^2$ that are most important (e.g., as a function of residue number or in the context of ligand binding), reliable absolute values of $S^2$ are needed for comparing data obtained from different relaxation probes ($^{15}$N, $^{13}$C, $^2$D, etc.), for comparing the results of relaxation measurements with molecular dynamics simulations, or for interpreting relaxation data in terms of entropy.

The $^{15}$N($^2$D) and $^{15}$N($^1$H) relaxation rates measured in protein L are, in general, consistent, as are the dynamic parameters extracted from both sets of data. In addition, $J(\omega_D + \omega_N)$ values obtained from these measurements agree with predictions based on the Lipari–Szabo interpretation of conventional $^{15}$N relaxation data, supporting the use of the Lipari–Szabo model in studies of backbone dynamics. The new methodology presented here will be of particular interest in the study of unfolded and partially unfolded protein states. In these applications $R_{cs}$ can be substantial, complicating the interpretation of conventional $^{15}$N transverse relaxation data. In addition, the fact that nanosecond time scale dynamics can be explored more fully through measurement of $J(\omega_D + \omega_N)$ suggests that these new experiments will be particularly useful for studying “dynamic” molecules that display a broad spectrum of motions. We are currently pursuing a number of such applications.
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