Internal motions on the scale of 10 ns–10 µs fall in a “blind spot” of solution NMR experiments traditionally used for studies of protein dynamics. Recently, a new experimental strategy has emerged to probe these motions. In this new approach, the generalized order parameters derived from conventional 15N relaxation data are compared with their counterparts extracted from 1H–15N residual dipolar couplings. This method, however, is rather demanding in the part involving residual dipolar couplings (rDCs). The complete analysis of rDC requires a separation of structural and dynamic variables, as well as the variables pertaining to protein alignment in the orienting media. The success is dependent on the availability of accurate data from multiple aligned samples which need to be significantly different (orthogonal). Furthermore, the degree of alignment, proves to be “entangled” with the amplitude of the (axially symmetric) internal motion, which makes it difficult to separate the two quantities. To address this situation, rDC-based order parameters have been scaled in relation to the relaxation-based order parameters. Recently, backbone rDCs such as 13C–13C have been used to establish the scaling factor (corresponding dipolar vectors can be considered rigid or near-rigid for secondary-structure residues in small globular proteins).

In this communication we propose an alternative approach where the solution-state rDC data are replaced with the solid-state DC data. Similar to rDC-based order parameters, DC-based order parameters absorb motions on a sub-µs time scale. At the same time, the DC data have two critical advantages: (i) for protein molecules immobilized in the crystalline lattice the alignment tensor is known a priori and (ii) in a polycrystalline sample all vectors are rendered spatially equivalent as a consequence of powder averaging. Thus, the alignment variables and structural variables, which cause so much trouble in the analyses of dynamics using rDCs, do not enter into consideration in the case of the DC-based analyses.

The idea of comparing the DC-based order parameters, Siso/rel, with the solution relaxation-based order parameters, Siso, has been explored before. In this work, however, we benefit from the improved accuracy of the DC measurements. The advantage stems from the use of a perdeuterated protein sample with only 10% of protons back-substituted into exchangeable sites. For a small, well-behaved protein such as α-spectrin SH3 domain, this labeling scheme leads to high-quality spectra which, in turn, translate into more accurate DC data. It also helps that in the heavily deuterated sample one does not need to be concerned about proton–proton couplings. The CPP1 recoupling sequence employed in our experiment is remarkably stable with respect to field mismatch and inhomogeneity, which further contributes to the accuracy of the measurements. Finally, certain progress has been made on the interpretation side; e.g., the proton isotropic chemical shift has been explicitly included in the simulations. As a result of all these improvements, the estimated average error in the DCs has been cut to the level of ca. 3%. This compares favorably with the previous body of work where the errors were in excess of 5% and usually close to 10%. This kind of improvement is critical for the analysis of the DC-derived order parameters, which are normally confined to a relatively narrow range.

The solid-state DC data described above were converted into order parameters, Siso, using the simple relationship $D_i = S_{iso} D_{max}$, where $D_{max} = (1/(2\pi))(\mu_i^2/4\pi\gamma_i\nu_i^2/\hbar^2)$ and $\mu_i^2/\hbar^2$ is the effective bond length, 1.015 Å, leads to a trivial downward shift in the $S_{iso}$ profiles (1.5% and 2.3%, respectively). Only those residues for which both solid and solution data are available are shown in the plot (see Table S1 for complete list of data).

Figure 1. Experimentally determined order parameters in α-spectrin SH3. The solid- and solution-state data sets have been analyzed independently using the standard values for the NH bond length, $r_{NH} = 1.02$ Å, and the 15N CSA anisotropy, $-172$ ppm. Using the more accurate estimate for the effective bond length, 1.015 Å, leads to a trivial downward shift in the $S_{iso}$ profiles (1.5% and 2.3%, respectively). This compares favorably with the previous body of work where the errors were in excess of 5% and usually close to 10%. This kind of improvement is critical for the analysis of the DC-derived order parameters, which are normally confined to a relatively narrow range.

The solid-state DC data described above were converted into order parameters, Siso, using the simple relationship $D_i = S_{iso} D_{max}$, where $D_{max} = (1/(2\pi))(\mu_i^2/4\pi\gamma_i\nu_i^2/\hbar^2)$ and $\mu_i^2/\hbar^2$ is the effective bond length, 1.015 Å, leads to a trivial downward shift in the $S_{iso}$ profiles (1.5% and 2.3%, respectively). Only those residues for which both solid and solution data are available are shown in the plot (see Table S1 for complete list of data).
handful of mobile loops. This notion is also in agreement with early relaxation studies that focused on ns dynamics.

Of special interest for us is comparing the results in Figure 1 with our previous findings based on the combination of solution- and solid-state relaxation data. In particular, we recently analyzed a large set of $^{15}$N data from the α-spectrin SH3 domain, which included the solid-state $R_1$ rates measured at 600 and 900 MHz. The analysis, using a variant of the extended Lipari–Szabo model, allowed us to probe the motions on the time scale $\sim 1-100$ ns. As it turned out, for 19 out of 34 characterized residues the slow-motion order parameter $S_{\text{rel}}^{(1)}$ is greater than 0.97. Furthermore, for all but two residues $S_{\text{rel}}^{(2)}$ is greater than 0.92. This result points toward the small amplitudes of ns motions, in agreement with the data shown in Figure 1. Considering residues Leu-8 and Thr-24 which show a significant difference between DC- and relaxation-based order parameters, Figure 1, both of them produced evidence of ns motion in our previous study ($S_{\text{rel}}^{(1)}$ equal to 0.92 and 0.93, respectively). Similar observations can be made by analyzing the extended set of the solid-state data.

In the absence of the overall tumbling, $\text{ns} - \mu$s local dynamics in solids can be highly efficient in causing spin relaxation, which in turn leads to line broadening and the ultimate disappearance of spectral peaks. In α-spectrin SH3, this happens to residues 1−7 from the disordered N-terminus, residues 36−38 from the so-called n-Src loop, and residues 47−48 from the distal loop. The corresponding spectral peaks are weak or missing in the current DC experiment which employs cross-polarization transfer (although some of them show up in the INEPT-based experiment; see Figure S1). Due to dynamic disorder, the N-terminal residues and several atoms in Asp-48 also cannot be resolved by X-ray crystallography. Note that these observations fit the general pattern whereby $\text{ns} - \mu$s dynamics is concentrated in the loop regions and termini.

Dipolar relaxation effectively restricts the range of dynamics that can be probed through solid-state DCs (upper limit of several microseconds, Figure S2). In contrast, rDCs in solution impose no such restriction because they are typically 1000-fold smaller than DCs. In practice, rDCs can be used to study motions on the time scale extending to several milliseconds. There is, therefore, a potentially useful complementarity between the two types of data, with DCs being more selective of the two.

A meaningful comparison between $S_{\text{rel}}^{(1)}$ and $S_{\text{rel}}^{(2)}$ is predicated on the assumption that backbone dynamics does not change significantly upon protein crystallization. To further explore this aspect, we undertook a series of MD simulations. Briefly, the crystallographic unit cell containing four protein molecules has been constructed (protein coordinates are from high-resolution structure 1U06; the dimensions of the orthorhombic unit cell are from room-temperature structure 2NUZ). The cell was then hydrated and used as the initial structural model to record a 50-ns MD trajectory (CHARMM 32b2). The simulation protocol was the same as previously described for the trajectory of α-spectrin SH3 in solution. The only difference arises from the definition of the water box and the associated periodic boundary conditions: in one case the model recreates the crystal lattice environment, including multiple crystal contacts, while in the other case the protein is completely immersed in water.

The solid-state order parameters have been extracted from the MD trajectory as

$$S^2 = \frac{4\pi}{5} \sum_{m=-2}^2 \langle Y_{2m}(\Omega) \rangle \langle Y_{2m}(\Omega) \rangle$$

(1)

where $\Omega$ describes the direction of the NH vector in the fixed crystal frame. So-defined order parameters absorb both $\mu$s and ns dynamics and therefore can be thought of as the analogue of $S_{\text{rel}}^{(1)}$. The range of the simulated $S_{\text{rel}}^{(2)}$ values from the four protein molecules in the unit cell is represented with a pink shaded area in Figure 2. Equation 1 has also been applied to the solution MD data, post-processed to remove the effect of the protein’s overall tumbling (simulated order parameters $S_{\text{rel}}^{(2)}$; open triangles in Figure 2). Alternatively, the solution trajectory can be used to simulate the set of $^{15}$N relaxation rates (comprised of the same data as the experimental data set), that are subsequently fitted with the Lipari–Szabo model. The resulting order parameters are equivalent to $S_{\text{rel}}^{(2)}$ (black squares in Figure 2).

Even though the current MD trajectories are relatively short, they offer a number of interesting insights. Through most of the sequence the solution data show little or no ns dynamics (triangles vs squares), with the pattern of the order parameters similar to that observed in the hydrated crystal (shaded area). In addition, a number of observations pertaining to the specific sites can be made.

(i) In solution, the disordered N-terminus (residues 1−7) engages in large-amplitude motions on the ns time scale. In solids, these motions are hindered/slowed down by extensive crystal contacts. Consequently, large-scale transitions have been observed for some, but not all, of the four protein molecules comprising the crystallographic unit cell (resulting in a wide spread of $S_{\text{rel}}^{(2)}$ values, Figure 2).

(ii) Residue Leu-8, which caps the β-sheet, is also affected. The solution trajectory shows that occasionally the hydrogen bond at this site becomes broken and Leu-8 starts behaving as a part of the disordered N-terminus. This explains the presence of $\text{ns} - \mu$s dynamics in this residue (Figure 1). In the crystalline environment, however, large fluctuations involving Leu-8 apparently become too infrequent and therefore do not register in the relatively short solid-state trajectory. In the case of the other dynamic residue, Thr-24, both solution and solid-state simulations reproduce the respective experimental parameters, $S_{\text{rel}}^{(1)}$ and $S_{\text{rel}}^{(2)}$, reasonably well.

(iii) Curiously, the mobility of residue Asn-38 increases upon crystallization. As it turns out, the corresponding peptide plane jumps between two disparate orientations. One of the two conformations is somewhat strained ($\psi \approx 20^\circ$ in Thr-37) and is
favored in solution. In the crystal, however, this conformation is stabilized by the intermolecular hydrogen bonds formed by the side chain of Asn-38. This is an interesting example of how crystal contacts can lead to a local destabilization in the protein structure. Recall that residue 38 is unobservable in the solid-state DC experiment.

(iii) The presence of significant dynamics in the distal loop around Asp-48 is confirmed by the increased crystallographic B-factors. Residue Asn-47 assumes an unusual conformation (\(\phi \approx 50^\circ, \psi \approx -110^\circ\)) which has a destabilizing effect on the structure. 26 Asp-48 is also the only residue featuring exchange broadening in solution \((R_\text{ex} = 28 \pm 1 \text{ s}^{-1} \text{ at } 600 \text{ MHz})\).

It can be safely assumed that ns–\(\mu\)s dynamics in a protein backbone involves crossing energy barrier(s). For example, conformational rearrangements in short peptides involving transitions over multiple barriers in (\(\phi, \psi\))-space occur on this time scale. 27 In this sense ns–\(\mu\)s dynamics is similar to the extensively studied \(\mu\)s–ms dynamics. As it happens, \(\mu\)s–ms motions are rare in well-structured globular proteins. When such motions occur, they mostly involve loops, 28 as well as special situations like local unfolding, 29 disulfide or proline isomerization, 30 etc. We suggest that the same is true for ns–\(\mu\)s backbone motions—they are mostly confined to the loop regions and are unlikely to occur in the structured portion of a protein, e.g. in a \(\beta\)-pleated sheet.

Indeed, it is difficult to expect that a globular protein would alternate between two similar but distinct conformational states with appreciably different \(\beta\)-sheet geometries (i.e., significantly different orientations of peptide planes within the \(\beta\)-sheet). Such a scenario would be inconsistent with Anfinsen’s dogma which suggests that the protein fold is unique. 31 While it is known that side chains are frequently engaged in rotameric jumps on the time scale \(\geq 1\) ns, recent studies show that these motions do not affect the structured portion of the backbone which “nearly always...stays within a single local energy well”. 32

In conclusion, our results suggest that comparative analysis of solution relaxation data and solid-state DCs can provide a surprisingly accurate picture of backbone dynamics. In particular, this approach can be used to access much-discussed ns–\(\mu\)s backbone motions. In this respect, solid-state DCs offer a new route compared to solution rDCs. Our data support the emerging point of view that solution relaxation data and solid-state DCs can provide a surprising picture of backbone dynamics. In particular, this is true for ns–\(\mu\)s motions in a well-hydrated protein crystal is quantitatively similar to dynamics in solution, notwithstanding the effect of crystal contacts (Agarwal, V.; Xue, Y.; Reif, B.; Skrynnikov, N. R. J. Am. Chem. Soc. 2008, 130, 16611). An equivalent assumption is made in the rDC-based studies, where interactions between protein and alignment media can potentially alter a protein’s native dynamics (Lohuvirtu, M.; Oten, R.; Lindorf-Larsen, K.; Annali, A. J. Am. Chem. Soc. 2006, 128, 43731).

(Clore G. M.; Driscoll, P. C.; Wingfield, J. C.; Bru\sschweiler, R.; Gruebele, M.; Arendall, W. B.; Richardson, D. C.; Richardson, J. S. Biochemistry 1999, 29, 7387).

This statistics is slightly different from the one reported in ref 15 due to several corrected spectral assignments. The conclusions of the article remain unaffected.
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Figure S1. Two superimposed solid-state spectra of α-spectrin SH3 domain. Recorded by means of HSQC-style pulse sequences employing INEPT transfer elements (red contour lines) or, alternatively, CP transfer elements (black contour lines). Special effort has been made to acquire the data under identical conditions: \( t_{\text{max}}^{\text{INEPT}} = 93 \text{ ms} \) (400 increments, scalar coupling refocused using \(^1\text{H} 180^\circ\) composite pulse), \( t_{\text{max}}^{\text{CP}} = 80 \text{ ms} \) (WALTZ-16 \(^{15}\text{N}\) decoupling, 2.5 kHz rf field strength), measurement time 2.5 h per spectrum. The spectra were recorded back-to-back using the protein sample with 25% content of back-exchanged protons, doped with 75 mM Cu-EDTA at static magnetic field strength 600 MHz, MAS speed 24 kHz, temperature 22 ºC. Processing and plotting parameters for the two spectra are identical.
Figure S2. Range of dynamic parameters \( S^2, \tau \) that can be probed by means of solid-state DC measurements (shaded area in the plot). The area is constrained by: (i) \( S^2 = 0.97 \) (at the current level of accuracy, higher \( S^2 \) values cannot be distinguished from 1.0), (ii) \( S^2 = 0.05 \) (lower \( S^2 \) values produce small DC constants that cannot be properly sampled using the current experimental scheme\(^2\)), and (iii) the curve corresponding to \( R_1 = 100 \text{ s}^{-1} \) (it is assumed that higher relaxation rates cause excessive line broadening). The above choice of boundaries is somewhat arbitrary and serves the purpose of illustration. In calculating \( R_1 \), we made use of the previous observations suggesting that Lipari-Szabo formalism is suitable for analysis of spin relaxation in solids\(^3,4\)

\[
R_1 = \frac{1}{20} c_{cS} \left( 4J(0) + 4J(\omega_N - \omega_h) + 2J(\omega_h + \omega_N) \right) + \frac{1}{20} c_{cS} \left( 4J(0) + 3J(\omega_h) \right)
\]

where

\[
J(\omega) = (1 - S^2) \frac{\tau}{1 + \omega^2 \tau^2}, \quad c_{cS} = \frac{\mu_0 \gamma_B \gamma_h \hbar}{4\pi I_{1H}}, \quad \text{and} \quad c_{cS} = \frac{2}{3} \gamma_B \Delta \sigma_N .
\]

The standard settings \( r_N = 1.02 \text{ Å}, \Delta \sigma_N = -172 \text{ ppm} \) have been used in the computations, with static magnetic field strength \( \gamma_B B / 2\pi = 600 \text{ MHz} \). The Redfield-theory expressions for spin relaxation are valid for the range of parameters covered, especially considering that only a fraction of the \( ^1H\)-\( ^15N \) dipolar interaction is modulated by the internal protein motion. The time scale \( \tau \) is sufficiently short so that the results do not need to be corrected for the effect of MAS.\(^5\)

Figure S3. Experimentally determined order parameters in \( \alpha \)-spectrin SH3. This plot is the equivalent of Fig.1 that additionally displays the estimated \( S_{DC}^2 \) uncertainties. The error bars reflect the precision of the data, i.e. report on random errors; for discussion of small systematic errors see Chevelkov et al.\(^2\) The secondary structure as determined by DSSP analysis\(^6\) of 1U06 is: 8-11, 30-35, 41-46, 49-54 and 58-60 \( \beta \)-sheet, 55-57 \( 3_{10} \)-helix, 20-21, 27-28, and 47-48 hydrogen-bonded turns, 15, 22, and 25 isolated \( \beta \)-bridges.
### Table S1.

Experimentally measured relaxation-based and DC-based order parameters. The absent data are due to: (a) weak or missing peaks, (b) spectral overlaps, and (c) proline residues. The solution data from residues 2-7 have been analyzed using the extended, four-parameter version of Lipari-Szabo model. All of these residues show substantial amount of motion on 1-2 ns time scale; reported in this table are the values of $S_{rel,1}^2$, $S_{rel,2}^5$ (shown in brackets).

<table>
<thead>
<tr>
<th>Residue number</th>
<th>$S_{rel}^2$</th>
<th>$S_{DC}^5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.15</td>
<td>$^a$</td>
</tr>
<tr>
<td>3</td>
<td>0.19</td>
<td>$^a$</td>
</tr>
<tr>
<td>4</td>
<td>0.27</td>
<td>$^a$</td>
</tr>
<tr>
<td>5</td>
<td>0.27</td>
<td>$^a$</td>
</tr>
<tr>
<td>6</td>
<td>0.38</td>
<td>$^a$</td>
</tr>
<tr>
<td>7</td>
<td>0.62</td>
<td>$^a$</td>
</tr>
<tr>
<td>8</td>
<td>0.79</td>
<td>0.65</td>
</tr>
<tr>
<td>9</td>
<td>0.84</td>
<td>0.86</td>
</tr>
<tr>
<td>10</td>
<td>0.87</td>
<td>$^b$</td>
</tr>
<tr>
<td>11</td>
<td>0.89</td>
<td>0.87</td>
</tr>
<tr>
<td>12</td>
<td>0.87</td>
<td>0.86</td>
</tr>
<tr>
<td>13</td>
<td>0.82</td>
<td>0.81</td>
</tr>
<tr>
<td>14</td>
<td>0.76</td>
<td>0.79</td>
</tr>
<tr>
<td>15</td>
<td>0.81</td>
<td>0.82</td>
</tr>
<tr>
<td>16</td>
<td>0.79</td>
<td>0.78</td>
</tr>
<tr>
<td>17</td>
<td>$^b$</td>
<td>$^b$</td>
</tr>
<tr>
<td>18</td>
<td>0.80</td>
<td>0.84</td>
</tr>
<tr>
<td>19</td>
<td>0.76</td>
<td>0.73</td>
</tr>
<tr>
<td>20</td>
<td>$^a$</td>
<td>$^a$</td>
</tr>
<tr>
<td>21</td>
<td>0.77</td>
<td>$^a$</td>
</tr>
<tr>
<td>22</td>
<td>0.87</td>
<td>$^b$</td>
</tr>
<tr>
<td>23</td>
<td>0.85</td>
<td>0.80</td>
</tr>
<tr>
<td>24</td>
<td>0.76</td>
<td>0.66</td>
</tr>
<tr>
<td>25</td>
<td>0.85</td>
<td>0.87</td>
</tr>
<tr>
<td>26</td>
<td>$^b$</td>
<td>0.84</td>
</tr>
<tr>
<td>27</td>
<td>0.82</td>
<td>0.83</td>
</tr>
<tr>
<td>28</td>
<td>0.86</td>
<td>0.86</td>
</tr>
<tr>
<td>29</td>
<td>0.89</td>
<td>0.87</td>
</tr>
<tr>
<td>30</td>
<td>$^b$</td>
<td>0.84</td>
</tr>
<tr>
<td>31</td>
<td>0.84</td>
<td>0.89</td>
</tr>
<tr>
<td>32</td>
<td>0.78</td>
<td>0.75</td>
</tr>
</tbody>
</table>

### Order parameters and local dynamics.

#### 1. Isotropic local dynamics

As a starting point in the discussion, let us assume that the local motion of an NH vector is characterized by a three-fold or higher symmetry. For instance, “diffusion in a cone” model that has axial symmetry ($C_\infty$) fits this description. It is straightforward to calculate the order parameters arising from this model. Considering relaxation experiments in solution, it is appropriate to use Eq. (1):

$$S^2 = (4\pi/5) \sum_{m=-2}^{2} <Y_{m}^2(\theta,\phi) >$$

Here it is assumed that the tumbling of the molecule is isotropic, so that the directional angles of the NH vector ($\theta,\phi$) can be defined relative to an arbitrary molecular frame. Choosing a molecular frame such that its $z$ axis lies along the axis of the cone, we obtain $<Y_{m}^2(\theta,\phi) >= 0$ for $m = \pm 1, \pm 2$. The order parameter is, therefore, reduced to $S^2 = (4\pi/5) <Y_{0}^2(\theta) >$. If local motion is much faster than the overall tumbling, then $S^2$ is equivalent to $S_{rel,1}^2$.

Considering dipolar coupling experiments in solids, it is convenient to start with the relevant Hamiltonian:

$$H_{d\phi} = c_{d\phi} 2I S_{z} D_{0,0}^{\pm \pm} (0,\bar{\theta},0)$$

where $c_{d\phi} = (-\mu_b/4\pi) \gamma_i \gamma_h / r_b^3$, and $D_{0,0}^{\pm \pm}$ is the element of the second-rank Wigner matrix defined according to Haeberlen that relates the principal axis frame $P$ ($z$ axis along the NH vector) to the laboratory frame $L$ ($z$ axis along the static magnetic field). To investigate the effect of the internal motion, $H_{d\phi}$ needs to be rewritten as:

---

S3
Here we refer to the molecular frame $M$, which has its z axis along the axis of the cone. This frame is the same as used above in calculating $S^z$, and the angles $(\theta, \varphi)$ have the same meaning. Assuming that the local motion is fast (in particular, faster than sample spinning in a MAS experiment), we can calculate the residual Hamiltonian that is partially averaged through the effect of the internal dynamics:

$$H_{\text{dep}} = c_\theta 2I_S \sum_{p=-2}^2 D^M_{p,0}(0, \tilde{\theta}, 0) D^{\text{rel}}_{0,p}(\varphi, \theta, 0)$$  \hspace{1cm} (S5)

As before, only the contribution with $p = 0$ survives, producing:

$$<H_{\text{dep}}> = c_\theta 2I_S D^M_{0,0}(0, \tilde{\theta}, 0) <D^{\text{rel}}_{0,0}(0, \varphi, \theta, 0)>$$  \hspace{1cm} (S6)

The above expression is equivalent to the original Hamiltonian Eq. (S4) aside from two aspects: (i) it implies that the NH vector is oriented along the axis of the cone of motion and (ii) it includes the factor $<D^{\text{rel}}_{0,0}(0, \theta, 0)>$. Thus, it becomes apparent that $S^2_{\text{DC}} = S^2_{\text{rel}}$, consistent with the commonly made assumption.

Let us now consider the effect of internal dynamics on spin evolution under the conditions of CP recoupling in MAS experiment. In principle, the existing results by Zilm and co-workers are applicable to this experiment if the constant $I_{\text{SC}}$ is replaced with $I_{\text{SC}}C_{\text{cc}}$. (this follows from the fundamental similarity between Eq. (S4) and (S7)). Here we briefly illustrate the derivation of these results since it is relevant for the following discussion.

The Hamiltonian Eq. (S5) can be rewritten as:

$$H_{\text{dep}} = c_\theta 2I_S \sum_{p=-2}^2 D^M_{p,0}(0, \tilde{\theta}, 0) D^{\text{rel}}_{0,p}(\alpha, \beta, \gamma) D^{\text{rel}}_{0,p}(\varphi, \theta, 0)$$  \hspace{1cm} (S8)

Here $R$ denotes the rotor frame, $\beta_{\text{MAS}}$ is the magic angle, $\omega/2\pi$ is the spinning speed, and $(\alpha, \beta, \gamma)$ define the transformation from the molecular frame to the rotor frame (in a polycrystalline sample, these angles are different for each individual crystallite). This result can be averaged with respect to the local motion (see above) and then rewritten using the explicit expressions for Wigner matrices:

$$<H_{\text{dep}}> = c_\theta 2I_S \sum_{p=-2}^2 f_p \exp(ip\omega t)$$  \hspace{1cm} (S9)

For the experiment with CP match at $+1$ ($-1$) spinning sideband, the magnetization transfer is actuated by the coefficient $f_1$ ($f_{-1}$):\(^{10}\)

$$|f_1| = \frac{\sqrt{2}}{4} S_{\text{DC}} |\sin 2\beta|$$  \hspace{1cm} (S10)

Finally, the amplitude of the magnetization transfer associated with an individual crystallite is:\(^{10}\)

$$S_1(t) \sim \sin^2 \left( c_\theta |f_1| \frac{t}{2} \right)$$  \hspace{1cm} (S11)

In order to obtain the net signal, the result Eq. (S11) should be integrated over the surface of unit sphere (powder average). Note that the above treatment is rather basic. In particular, it neglects the effect of rf inhomogeneity and $^{15}$N CSA interaction; it also makes no attempt to model the details of the actual pulse sequence.\(^2\) Nevertheless, it is sufficient to form an idea about the role of local dynamics.

2. Anisotropic local dynamics

As an alternative scenario, let us now assume that the local motion lacks the $C_n$ ($n \geq 3$) symmetry. For example, let us examine a simple two-site jump model, where the NH vector hops between two (equally probable) orientations with the amplitude of the jump $2\Phi$. The relaxation order parameter for this model can be calculated in a straightforward fashion using Eq. (S3):\(^{12}\)

$$S_{\text{ref}}^2 = 1 - (3/4)\sin^2 2\Phi$$  \hspace{1cm} (S12)
Figure S4. $^{15}$N-$^1$H dipolar spectra simulated using the anisotropic model of local motion (Eqs. (S11) and (S14); blue traces) and the best fits of these simulated data using the isotropic model of local motion, (Eqs. (S11) and (S10); red traces). The fitting was performed by minimizing the rms deviation between the curves over the frequency interval from -6 to -0.5 kHz (0.5 to 6 kHz), which excludes the irrelevant spectral feature at zero frequency. The minimization was carried out using a grid search in a space of two parameters: $S_{dc}$ and the overall signal amplitude.

To analyze the solid-state experiment, it is convenient to cast the dipolar Hamiltonian in the following form:

$$H_{dp}(\pm \Phi) = c_d 2I_z S_z \sum_{p,q=0}^2 D_{p,q}^{+\Phi}(0,\beta, \gamma) \cdot D_{q,p}^{\pm\Phi}(\alpha, \beta, \gamma) \cdot D_{\alpha,\beta}^{\pm\Phi}(\pm \Phi, \frac{\pi}{2}, 0)$$

(S13).

In this expression the molecular frame $M$ is defined such that its $z$ axis lies along the rotation axis of the two-site jump motion; the rotations by the amount $+\Phi$ and $-\Phi$ correspond to the two sampled NH orientations. The dynamic averaging, due to jumps between the two orientations, leads to $<H_{dp}> = (H_{dp}(\Phi) + H_{dp}(-\Phi))/2$. After some algebra, one obtains:

$$|f_{s1}| = \sqrt{\frac{3}{2}} |\sin \beta| \sqrt{\cos^2 \beta (1 + \cos 2 \gamma \cos 2 \Phi)^2 + \sin^2 2 \gamma \cos^2 2 \Phi}$$

(S14)

with Eq.(S11) describing the time evolution profile of an individual crystallite. To obtain the net signal, Eq. (S11) (complemented by Eq. (S14)) should be integrated over the surface of the unit sphere. The integration involves two angles, $\beta$ and $\gamma$, instead of the single angle $\beta$ in Eq. (S10). Indeed, there are two directional parameters in the present model: average orientation of the NH vector and the direction of the jump.

At this point we are prepared to investigate the potential impact of the motional anisotropy on the extracted values of $S_{dc}$. For this purpose, we simulated the DC time evolution profiles using Eq. (S14) and (S11) (the latter subject to powder averaging). The result was Fourier-transformed and the real part was retained, same as in our experimental procedure. The resulting dipolar spectra are shown with blue lines in Fig. S4. The spectral pattern is obviously different from the generic shape (cf. top and bottom panels in Fig. S4). To understand why this is so, consider the NH vector that is oriented at a right angle to the rotor axis. If this vector jumps in the equatorial plane, the new orientation then has some component parallel to the rotor axis. This parallel component will be sensitive to the motion of the residues as well as the rotor, and therefore, the signal will be perturbed.
plane then the effective dipolar coupling remains unchanged. Conversely, if the vector jumps in a meridional plane then the coupling is rescaled. This kind of behavior is responsible for the complex lineshapes observed in the simulations. The sensitivity of solid-state lineshapes to the details of local dynamics is a familiar phenomenon, especially well documented in the $^2$H studies. The spectra simulated using the anisotropic model (two-site jumps) were subsequently fitted using the isotropic model (diffusion in a cone). The fits are represented by red traces in Fig. S4. As can be appreciated from the bottom panel in Fig. S4, the fitting criteria are open to discussion. In our simulations, we sought to minimize the $\langle x \rangle$ deviation between the two spectral traces. Alternatively, one may seek to reproduce the distinctive spectral features, such as position of the ‘horns’. With our fitting routine we were able to recover the $S^2$ values quite well. For example, for the jump amplitude $2\Phi = 20^\circ$ the target order parameter is $S^2_{\text{cr}} = 0.91$ (see Eq. (S12)). At the same time, when the isotropic model is used to fit the simulated dipolar spectrum, the extracted order parameter is $S^2_{\text{isc}} = 0.90$. For the jump amplitude $2\Phi = 40^\circ$ the corresponding numbers are 0.69 and 0.72.

In assessing the results in Fig. S4 one should keep in mind several considerations. First, the model where NH vector jumps by $40^\circ$ almost certainly exaggerates the anisotropic character of motion. In reality, the motion of the NH vectors is usually fairly close to isotropic. Second, as already mentioned, the simulations in Fig. S4 are simplistic in that they do not take into account $^1$H CSA, rf inhomogeneity, proton relaxation, details of the actual pulse sequence, etc. When all these additional variables are included, the detection of motional anisotropy will likely become more difficult. Third, the experimental spectra have limited signal-to-noise ratio and resolution (illustrated in Fig. S5). This makes the detection of motional anisotropy even more problematic. Based on all these observations, we conclude that there is no support for use of the anisotropic model in the present study.

**MD simulation protocol**

The starting coordinates for the solid-state MD trajectory were obtained from the high-resolution crystallographic structure 1U06. This structure misses six N-terminal residues and one C-terminal residue. As discussed in the text, the N-terminal region is significantly disordered in the crystalline state and undergoes a nanosecond time scale conformational exchange. Given that the terminal residues are absent from the crystallographic structures (as well as solid-state NMR structure), it is necessary to model these residues while taking into consideration the effects of crystal packing.

Toward this goal, we produced 150 structural models based on 1U06 geometry, where the terminal segments were initially generated in a form of random coil and appended to the body of the protein. The resulting constructs were packed into a unit cell (space group P2$_1$2$_1$2$_1$, four protein molecules per cell). The dimension of the unit cell, 34.47 × 42.48 × 50.80 Å, were taken from a room-temperature crystallographic structure 2NUZ. The cells were subsequently hydrated using the standard facilities of the CHARMM program.

As a next step, the coordinates of the terminal residues were optimized for each model using the protocol adapted from Sali et al. To emulate crystal lattice environment, periodic boundary conditions have been applied at the faces of the unit cell. All heavy atoms in protein molecules, except those in six N-terminal residues and one C-terminal residue, have been fixed. The optimization procedure, implemented in CHARMM (version 32b2, CHARMM22 force field), begins with 500 steps of steepest descent minimization, followed by 500 steps of adopted basis Newton-Raphson minimization. The system is then heated from 100 to 1000 K with a step of 225 K and subsequently cooled back to 100 K (integration time step 1 fs, other parameters as described by Xue et al.); total duration of the heating and cooling stages is 4 and 12 ps, respectively. Finally, the model is subjected to 200 rounds of Powell minimization.

The 150 optimized models were ranked according to energy and the lowest-energy model was chosen as a starting point for the MD production run. The described MD setup rigorously accounts for all crystal contacts formed by $\alpha$-spectrin SH3 in the orthorhombic cell. In the selected lowest-energy model, each protein molecule makes contacts with 6 neighboring molecules and 35% of the solvent accessible surface area is occupied by crystal contacts.

The MD simulation protocol was the same as used previously to generate the 30-ns trajectory of $\alpha$-spectrin SH3 in solution. The only difference concerns the definition of the water box and the associated periodic boundary conditions (PBCs). In the case of the solid-state simulation, the PBCs are intended to recreate the crystal lattice environment, including multiple crystal contacts. In solution, on the other hand, the water box is constructed to ensure that the protein is surrounded by a sufficiently thick water shell which prevents direct contacts between the protein and its PBC image.

The 50-ns solid-state MD trajectory was recorded in ca. 2 months using one GNU/Linux workstations equipped with a pair of 3-GHz dual-core Xeon processors. Given that the simulation involves 4 protein molecules contained in the crystal unit cell, the actual statistics is better than suggested by the nominal length of the trajectory. The convergence can be judged from the spread in the simulated $S^2_{\text{isc}}$ values (pink shaded area in Fig. 2 of the text). The trajectories were processed as described previously. An attempt to eliminate small-amplitude reorientational motions (i.e. ‘rocking’ of protein molecules in the crystal lattice) had virtually no impact on the extracted order parameters. In the final protocol the simulated solid-state data were treated as is, with no attempt to eliminate any motional modes.

The previously described solution trajectory has been extended to the total length of 50 ns in order to match the length of the solid-state trajectory.

---

*As a control, we have chosen another low-energy model, showing a different conformation of the N-terminus, and recorded a 30-ns trajectory starting with this alternative model. The results proved to be similar and are not reported in this paper.*
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